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Summary

This report summarizes a work conducted in the task TC2 focused on technical requirements for network protection in microgrids.

Protection must respond to both utility grid and Microgrid faults. If the fault is on the utility grid, the desired response may be to isolate the Microgrid from the main utility as rapidly as necessary to protect the Microgrid loads. If the fault is within the Microgrid, the protection coordinator isolates the smallest possible section of the Microgrid to eliminate the fault. In order to cope with the bi-directional energy flow due to large numbers of microsources new protection schemes are required. In this task the following areas have been investigated:

**ABB** reviewed and re-evaluated the network protection paradigm to suit Microgrid operation. A possible increase of fault levels can be another symptom of directly coupled DER. Many generators will contribute to faults and may push the system fault level past the duties of switchgear. Replacing switchgear is a costly task. ABB studied the possibility of avoiding this cost through the use of advanced protection devices such as fault current limiters and self-adjusting protection devices.

**Fraunhofer IWES** (former ISET) and **SMA** studied the enhancement of the central electronic switch developed in the Microgrids-project by latest impedance measurement techniques with low and additional monitoring and communication capabilities. Fraunhofer IWES also investigated novel protection schemes using real-time data of the medium voltage level and offline data of the energy management systems of the Microgrids. Tests have been carried out in the DeMoTec laboratory with an intelligent protection device.

**EMforce** has investigated the development of low-cost electronic protection devices particularly suited for LV networks with low fault levels.

**ZIV** studied the possibilities of performing the required coordinated behaviour of the whole system in the case of faults in various locations and specifically identified the opportunities to share data between local generator/load units and network protections in order to allow for an optimal operation of the system, clearing selectively during the incidents or the faults, as well as allowing the proper sequences for the restoration of the normal service conditions.

**ICCS/NTUA** and **UMIST** revisited the earthing requirements for the network, the sources and the consumer premises to ensure the safety of operation in either mode (grid-tied and isolated). **UMIST** also evaluated the effect on network regulating means, such as the load tap changers of transformers, and proposed new requirements and control strategies.
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1 Adaptive Protection and Fault Current Limiters (ABB Corporate Research)

1.1 Summary

Microgrids comprise low voltage distribution systems with distributed energy resources (DER) and controllable loads which can operate connected to the medium voltage grid or islanded in a controlled coordinated way. This concept aims to move from “connect and forget” philosophy towards an integration of DER. Microgrids provide clear economic and environmental benefits for end-customers, utilities and society. However, their implementation poses great technical challenges, such
as a protection of microgrid. Local generation in a combination with a possible islanded operation can pose protection sensitivity and selectivity problems in case of fault depending on the relay settings. This report presents a novel adaptive microgrid protection system using digital relaying and advanced communication. The protection system is based on a centralized architecture where relay protection settings are modified centrally with regard to a microgrid operating condition. In addition an effect of high penetration of synchronous DERs on fault current levels in microgrid is estimated. Possible solution based on liquid metal fault current limiter is presented and discussed.

1.2 Introduction

1.2.1 General information about Microgrids

Power systems currently undergo considerable change in operating requirements – mainly as a result of deregulation and due to an increasing amount of distributed energy resources (DER). In many cases DER include different technologies that allow generation in small scale (micro-sources) and some of them take advantage of renewable energy resources (RES) such as solar, wind or hydro energy. Having micro-sources close to the load has the advantage of reducing transmission losses as well as preventing network congestions. Moreover, the chance of having a power supply interruption of end-customers connected to a low voltage (LV) distribution grid (in Europe 230 V and in the USA 110 V) is diminished since adjacent micro-sources, controllable loads and energy storage systems can operate in the islanded mode in case of severe system disturbances (in fact a power delivery can be fully independent of the state of the main grid). This is known today as a microgrid [Lasset2002, Hatziatr2007]. The typical Microgrid has the same size as a low voltage distribution feeder and will rare exceed a capacity of 1 MVA and a geographical span of 1 km. Usually more than 90% of low voltage domestic customers are supplied by underground cable when the rest is supplied by overhead lines. The Microgrid often provides both electricity and heat to the consumers by means of combined heat and power plants (CHP), gas turbines, fuel cells, photovoltaic (PV) systems, wind turbines, etc. The energy storage systems usually include batteries and flywheels.

A single Microgrid is depicted in Figure 1 where the microgrid is connected to the main medium voltage (MV) grid when the circuit breaker (CB) CB1 is closed (the circuit breakers CB3.2 and 6.2 are normally open). Several neighbouring low voltage microgrids can be inter-connected via a medium voltage grid or directly via low voltage links. This operating topology is known is multi-microgrids (Figure 2).
Microgrids offer various advantages to end-consumers, utilities and society, such as:

- improved energy efficiency,
- minimized overall energy consumption,
- reduced greenhouse gases and pollutant emissions,
- improved service quality and reliability,
- cost efficient electricity infrastructure replacement.

In light of these, the microgrid concept has stimulated many researchers and attracted the attention of governmental organizations in Europe, USA and Japan [Kropos2008, EU2006, SGrids2006]. Nevertheless, there are various technical issues associated with the integration and operation of microgrids.

### 1.2.2 Technical challenges in Microgrids

One of the major challenges is a protection system for microgrid which must respond to both main grid and microgrid faults. In the first case the protection system should isolate the microgrid from the main grid as rapidly as necessary to protect the microgrid loads. In the second case the protection system should isolate the smallest part of the microgrid when clears the fault [Feero2005]. A segmentation of microgrid, i.e. a creation of multiple islands or sub-microgrids must be supported by micro-source and load controllers. In these circumstances problems related to selectivity (false, unnecessary tripping) and sensitivity (undetected faults or delayed tripping) of protection system may arise.

![Figure 1. Typical microgrid layout.](Image)
Some issues related to a protection of microgrids and distribution grids with a large penetration of DER have been addressed in recent publications [AlNass2005, Vilath2006, Dries2007, Nukk2007]. Basically, there are two main issues, first is related to a number of installed DER units in the microgrid and second is related to an availability of a sufficient level of short-circuit current in the islanded operating mode of microgrid since this level may substantially drop down after a disconnection from a stiff main grid. In [Girgis2001] the authors have made short-circuit current calculations for radial feeders with DER and observed that short-circuit currents which are used in over-current (OC) protection relays depend on a connection point of and a feed-in power from DER. Because of these directions and amplitudes of short circuit currents will vary. In fact, operating conditions of microgrid are constantly changing because of the intermittent micro-sources (wind and solar) and periodic load variation. Also a network topology can be regularly changed aimed at loss minimization or achievement of other economic or operational targets. In addition controllable islands of different size and content can be formed as a result of faults in the main grid or inside a microgrid. In such circumstances a loss of relay coordination may happen and generic OC protection with a single setting group may become inadequate, i.e. it will not guarantee a selective operation for all possible faults. Therefore, it is essential to ensure that settings chosen for OC protection relays take...
into account a grid topology and changes in location, type and amount of generation. Otherwise, unwanted operation or failure to operate when required may occur.

In order to cope with bi-directional power flows and low short-circuit current levels in microgrids dominated by micro-sources with power electronic interfaces a new protection philosophy is required, where setting parameters of relays must be checked/updated periodically to ensure that they are still appropriate. This report presents a novel adaptive microgrid protection concept using advanced communication system, real-time measurements and data from off-line short circuit analysis. This concept is based on an adaptation of protection relay settings with regard to a microgrid state (topology, generation and load status). Further, on the hardware realization (basic components, communication, etc.) of this concept and numerically simulated test results are presented and discussed.

The outlay of this report is as follows, Section 2 gives a brief overview of major protection issues in microgrids. Section 3 illustrates a novel adaptive protection concept for microgrids, followed by a discussion of the simulated results in Section 4. Section 5 gives an overview of modern protection devices. Section 6 provides conclusions.

### 1.3 Protection Issues in Microgrid

#### 1.3.1 Distribution system protection

Generally a low voltage distribution system (including microgrid) is divided into local protective zones which are covered either by a network (overhead lines and cables) or apparatus (buses, transformers, generators, loads, etc.) protection (Figure 3).

![Figure 3. Protection zones of different MV and LV circuit breakers with over-current relays for grid elements and apparatuses.](image-url)
Requirements which provide a basis for design criteria of a distribution protection system are known as “3S” which stands for:

- **Sensitivity** - protection system should be able to identify an abnormal condition that exceeds a nominal threshold value
- **Selectivity** - protection system should disconnect only the faulted part (or the smallest possible part containing the fault) of the system in order to minimize fault consequences.
- **Speed** - protective relays should respond to abnormal conditions in the least possible time in order to avoid damage to equipment and maintain stability.

“3S” can be extended by:

- **Dependability** – protection system shall operate correctly when required to operate (detect and disconnect all faults within the protected zone) and shall be designed to perform its intended function while itself experiencing a credible failure
- **Security** – protection system shall not operate when not required to operate (reject all power system events and transients that are not faults) and shall be designed to avoid misoperation while itself experiencing a credible failure.
- **Redundancy** - A protection system has to care for redundant function of relays in order to improve reliability. Redundant functionalities are planned and referred to as backup protection. Moreover, redundancy is reached by combining different protection principles, for example distance and differential protection for transmission lines
- **Cost** - maximum protection at the lowest cost possible.

### 1.3.1.1 Over-current and directional over-current protection

A protection of distribution grid where feeders are radial with loads tapped-off along feeder sections is usually designed assuming a unidirectional power flow and is based on a detection of high fault currents using fuses, thermo-magnetic switches and moulded case circuit breakers with a standard over-current (OC) relays (ANSI 51) with time-current discriminating capabilities. More sophisticated directional OC relays (ANSI 67) are used for the protection of ring and meshed grids.

### 1.3.1.2 Distance protection

Some utilities install distance relays (ANSI 21) for line protection. The distance relay compares the fault current against the voltage at the relay location to calculate the impedance from the relay to the faulty point. As a rule of thumb distance relay has three protection zones: zone 1 covers 80-85% length of the protected line, zone 2 covers 100% length of the protected line plus 50% next line, zone 3 covers 100% length of the protected line plus 100% second line, plus 25% third line. If a fault
occurs in the operating zone of the distance relay, the measured impedance is less than the setting and
the distance relay operates to trip the circuit breaker. Unfortunately, the distance protection can be
affected by DERs and loads since the measured impedance of the distance relay is a function of in-
feed currents and might cause the relay to operate incorrectly.

1.3.1.3 Differential protection

Differential over-current protection relays (ANSI 87) are mainly used to protect an important piece of
equipment such as distributed generators and transformers. Today, differential protection is also
widely used to protect underground distribution lines using a communication (pilot wires, fibre optics,
radio or microwave, etc.) between line terminals. It has the highest selectivity and only operates in the
case of an internal fault but it requires a reliable communication for instantaneous data transfer
between terminals of the protected element (pilot wire, optical fibres, or free space via radio or
microwave). Because of a vulnerability to possible communication failures, differential protection
requires a separate back-up protection scheme. It increases a total cost of protection system and limits
its application in microgrids.

Although several protection principles can be used in low voltage distribution grid, over-current
protection dominates this segment. Therefore, we focus on issues related to over-current protection in
microgrids.

1.3.2 Over-current distribution feeder protection

Over-current protection detects the fault from a high value of the fault current flowing downwards. In
modern digital (micro processor based) relays a tripping short-circuit current $I_k$ can be set in a wide
range (e.g. 0.6-15 times rated current of a circuit breaker $I_n$). If a measured line current is above the
tripping setting, the relay operates to trip the CB on the line with a delay defined by a coordination
study and compatible with a locking strategy used (no locking, fixed hierarchical locking, directional
hierarchical locking).

A typical shape of over-current trip curve of a modern electronic trip circuit breaker is shown in
Figure 4. The trip curve consists of an inverse time part L (protection against overloads), a constant
time delay part S (protection against short circuit with short time delay trip) and an instantaneous part
I (instantaneous protection against short circuit). The S part may consist of several steps. It is common
today that in modern digital over-current relays all parts of the trip curve are adjustable in a wide
range by small increment steps.
1.3.3 Over-current distribution feeder protection and DERs

During the last decade a typical situation in low voltage distribution grids has been slowly changing due to an installation of DER such as solar (photovoltaic) panels, micro-wind and micro-gas turbines (usually combined heat and power), etc. Most of the micro generators and energy storage devices are not suitable for supplying power directly to the grid and have to be interfaced to the grid by means of power electronics (PE) components. A use of PE interfaces leads to a number of challenges in microgrid’s protection, especially in the islanded mode.

Figure 5 represents the same microgrid as shown in Figure 1 with two feeders connected to the LV bus ant to the MV bus via a distribution transformer. Each feeder has three switchboards (SWB). Each SWB has star or delta configuration and connects DERs and loads to the low voltage feeder. We analyzed two external (F1, F2) and two internal (F3, F4) microgrid faults. All LV circuit breakers (from CB1 to CB6.5) may have different ratings but are equipped with a conventional over-current protection and used for segmenting the microgrid.

In general, protection issues in microgrid can be divided in two groups regarding to a microgrid operating state (Table 1). Table 1 also shows an importance of “3S” (sensitivity, selectivity and speed) requirements for different cases, which provides a basis for design criteria of a microgrid protection system.

Next sections provide more details on each possible combination in Table 1.

1.3.4 Grid connected mode with external faults (F1, F2)

In case of fault F1 a main grid (MV) protection clears the fault. If sensitive loads are presented in microgrid, the microgrid could have to be isolated by CB1 as fast as 70 ms (depending on a voltage
sag level in the microgrid) [SEMI2006]. Also microgrid has to be isolated from the main grid by CB1 in case of no MV protection tripping. A detection of F1 with a generic OC relay can be problematic in case most of DERs in the microgrid are connected by means of PE interfaces which have built-in fault current limitation (i.e. there is no significant rise in current passing through CB1). Typically they are capable of supplying \(1.1-1.2* I_{\text{DER rated}}\) (rated current of micro generator) to a fault, unless the converters are specifically designed to provide high fault currents. These numbers are much lower than a short-circuit current supplied by the main grid. A directional OC relay in CB1 is only a feasible solution if current is used for the fault detection. In order to increase relay sensitivity a pick-up current setting is defined as a sum of fault current contributions from the connected DER units (1). DERs that have to be taken into consideration are the subset of units that contribute to the short circuit current on the defined direction.

\[
I_{k_{\text{min}}} = \sum_{i=1}^{n} k_{\text{DER}} * I_{r_{\text{DER}}}
\]

where \(I_{\text{DER}}\) is a rated output current of a particular DER and \(k\) is a fault current contribution coefficient of the same DER. This coefficient is set at 1.1 for DERs with power electronics interfaces and at 5 for synchronous DER units [KEMA2005]. This value will vary in case of a large number of different types of DERs. Thus, the setting has to be continuously monitored and adapted when microgrid generation undergoes changes (number and type of connected DER).

![Diagram of a microgrid with CB1 and CB2 as breakers, F1 and F2 as faults, and SWB1 to SWB6 as switch boards.](image)

**Figure 5.** External and internal fault scenarios in microgrid.

Alternatively, voltage sag (magnitude and duration) or/and system frequency (instantaneous value and rate of change) can be used as another indicators for a tripping of CB1. Some distribution network
operators (DNO) may require microgrid to stay connected and supply reactive power to the fault up to several seconds.

### TABLE 1

**MAJOR CLASSES OF MICROGRID PROTECTION PROBLEMS**

<table>
<thead>
<tr>
<th>Operating mode</th>
<th>Fault location</th>
<th>External faults (main grid)</th>
<th>Internal faults (microgrid)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grid connected (CB1 is closed)</td>
<td></td>
<td>Fault is normally managed by MV system. Microgrid isolation by CB1 in case of no MV protection tripping. Possible fault sensitivity problems for CB1*.</td>
<td>Fault is normally managed by MV system (CB0). CB1 is opened by “follow-me” function of CB0. In case if communication fails then possible fault sensitivity problem for CB1*. Disconnect a smallest portion of microgrid (CB1.2 and CB2.1). CB1.2 is opened by fault current from the grid (high level). Low level of a reversed fault current from feeder’s end may cause sensitivity problems for CB2.1*. In this case a “follow-me” function of CB1.2 can to open CB2.1. In case if communication fails then possible fault sensitivity problems for CB2.1*.</td>
</tr>
<tr>
<td>Islanded (CB1 is open)</td>
<td></td>
<td></td>
<td>Disconnect the smallest portion of microgrid (CB1.2 and CB2.1). Low level of fault currents from both directions may cause sensitivity problems for CB1.2 and CB2.1*.</td>
</tr>
</tbody>
</table>

*) low fault current contribution from the microgrid in case of DERs with PE interfaces.

In case of fault F2 a distribution transformer OC protection clears the fault by opening CB0. CB1 is opened simultaneously by “follow-me” function (hardware lock) of CB0. In case of hardware lock failure a possible fault sensitivity problem can arise as in the case of fault F1. Typical solutions are similar to F1 case (directional adaptive OC protection, under-voltage and under-frequency protection, various islanding detection methods [Bower2002]).
1.3.5 Grid connected mode with fault in the microgrid (F3)

In case of fault F3 a microgrid protection must disconnect a smallest possible portion of the LV feeder by CB1.2 and CB2.1. CB1.2 is opened due to a high level of short-circuit current supplied by the main MV grid. If CB1.2 fails to trip, the fault F3 must be cleared by CB1.1 which is a backup protection for CB1.2. However, a sensitivity of OC protection relay in CB1.1 can be potentially disturbed in case a large synchronous DER (e.g. diesel generator) is installed and switched-on in SWB1 (i.e. between CB1.1 and the fault F3). In this case the fault current passing through the CB1.1 in case with DER will be smaller than in case without DER. This effect is known as protection blinding (the larger the synchronous DER the greater is the effect, in some cases the fault current seen by CB1.1 can be reduced by more than 30%) and may result in a delayed CB1.1 tripping because of the fault current transition from a definite-time part to an inverse-time part of relay tripping characteristic (Figure 4). A delayed fault tripping will lead to an unnecessary disconnection of local synchronous DER (usually low power diesel generators have very low inertia and will run out of step in case of a delayed fault tripping). This issue can be solved by a proper coordination of microgrid and DER protection systems. Another option is adapting protection settings with regard to current operating conditions (DER status).

If, as likely, CB1.2 operates faster than CB2.1 it will island a part of the microgrid which will be connected to the fault F3. If it is possible to balance generation and load in the islanded segment of the microgrid (micro-sources are capable to supply loads directly or after load shedding) it is expedient to isolate that group of micro-sources and loads from the fault F3 by opening CB2.1 and possibly closing CB3.2-6.2. However, a reversed and low level short circuit current in case of DER with PE interfaces will cause a sensitivity problem for CB2.1 similar to one described in section A in case of the fault F1. Possible solutions include directional adaptive OC protection and a “follow-me” function of CB1.2 which opens CB2.1 (in case of communication failure possible sensitivity problems for CB2.1).

1.3.6 Grid connected mode with fault in the end-consumer site (F4)

In case of fault F4 a high short-circuit current is supplied to the fault from the main grid together with a contribution from DER and will lead to a tripping of CB2.4. Frequently, there is a fuse instead of CB which is rated in such a way that a shortest possible fault isolation time is guaranteed. In case of no tripping the SWB2 is isolated by CB2.5 and local DER is cut-off. No sensitivity or selectivity problems are foreseen in this scenario.
1.3.7 Islanded mode with fault in the microgrid (F3)

The microgrid operates in the islanded mode when it is intentionally disconnected from the main MV grid by CB1 (full microgrid) or a CB along the LV feeder (a segment of the microgrid). This operating mode is characterized by an absence of a high level of short-circuit current supplied by the main grid. Generic OC relays would be replaced by directional OC relays because fault currents flow from both directions to the fault F3. If CB1.2 and CB2.1 use setting groups chosen for the grid connected mode they will have a selectivity problem to detect the fault F4 and trip within acceptable time frame in case of DER with PE interfaces (the fault current could shift from a definite-time part to an inverse-time part of the relay tripping characteristic). The question arises: why one needs to care about a fault if there is no fault current? The answer is safety of people and that permanent faults may spread out and destroy more equipment.

There are two possible ways to address the problem:

- Install a source of high short-circuit current (e.g. a flywheel or a super-capacitor) to trip CBs/blow fuses with settings/ratings for the grid connected mode [Overb2006]. However, a short-circuit handling capability of PE interfaces can be increased only by increasing the respective power rating or by extensive cooling which both lead to higher investment cost [Jaya2004].
- Install an adaptive microgrid protection using on-line data on microgrid topology and status of available micro-sources/loads.

1.3.8 Islanded mode and fault in the end-consumer site (F4)

In case of fault F4 a low short-circuit current is supplied to the fault from the local DERs. There is no grid contribution to the fault current level. However, CB2.4 settings selected for the main grid connected mode are just slightly higher than rated load current. It assures that the end-customer site will be disconnected even if only DERs with PE interfaces are available in the microgrid. In case of no tripping the SWB2 must be isolated by CB2.5 using directional OC relay. Similar to the grid connected mode there are no sensitivity or selectivity problems are foreseen in the islanded mode for the fault in the end-consumer site.

1.3.9 Conclusive remarks

Finally it was seen that the main microgrid protection problem is related to a large difference between fault currents in main grid connected and islanded modes. A microgrid protection system must have a high sensitivity to faults and selectively isolate/sectionalize microgrid especially in the case of DERs with PE interfaces (low fault current levels).
In fact a decision on either sectionalize microgrid or shut it down in case of fault will depend on needs of microgrid customers and whether a cost involved (protection and communication) could be justified for benefits gained by a sectionalizing (e.g. reduced end-consumer interruption time). According to system reliability index figures, approximately 20-40 faults (overhead lines) and <5 (underground cables) per 100 km occur annually in typical European low voltage networks [CIRED2005]. It implies that, taking into account the on the connections faults, less than 2 faults per 5 years (overhead lines) and 1 fault per 20 years (underground cables) will take place inside a typical microgrid spanning over 1 km. However, more faults happen in MV grid and microgrid has to be isolated from the fault.

1.4 Adaptive Protection for Microgrid

This section illustrates an adaptive protection system that can potentially solve problems identified in the previous section by anticipating an impact of distributed energy resources (DERs) and microgrid configuration on the over-current relay performance and accordingly change the relay settings to ensure that the whole microgrid is protected at all times. Adaptive protection is as "an online activity that modifies the preferred protective response to a change in system conditions or requirements in a timely manner by means of externally generated signals or control action" [Rock1988]. Technical requirements and suggestions for a practical implementation of adaptive microgrid protection system are as following:

- Use of digital (microprocessor based) directional OC relays (fuses or electro-mechanical and standard solid state relays are especially for selectivity holding inapplicable, because they don’t provide flexibility for setting of tripping characteristics as well as no current direction sensitivity feature).
- Digital directional OC relays must dispose of possibility for using different tripping characteristics (several settings groups, i.e. modern digital over-current relays for low voltage applications have 2-4 settings groups) that can be parameterized locally or remotely automatically or manually.
- Use of new/existing communication infrastructure (e.g. twisted pair, power line, optic fibre, radio, etc.) and standard communication protocols (Modbus, Profibus, DeviceNet, IEC61850, etc.) such that individual relays can communicate and exchange information with a central computer or between different individual relays fast and reliably to guarantee a required application performance.
An adaptive protection system which will satisfy these requirements will be characterized by a relatively high investment cost in comparison to a conventional protection system based on fuses. In light of this it is interesting to carry out a separate cost-benefit analysis in case of microgrid. Cost will correspond to investment and operating costs over a system lifetime and benefit will correspond to a reduced outage time and opportunity loss. It is not a subject of this study where the focus is on a design and technical realization of an adaptive protection system for microgrids.

1.4.1 Centralized adaptive protection system

An example of a centralized adaptive protection system is shown in Figure 6. There is a microgrid central controller (MCC) and communication system in addition to primary switching equipment shown in Figure 1. The function of MCC is carried out by a PLC (programmable logic controller), a station computer or a generic PC sitting in MV/LV substation.

![Figure 6](image)

**Figure 6.** A centralized adaptive protection system for microgrid.

Electronics make each CB with an integrated directional OC relay capable of exchanging information with MCC (master-slave scheme, where the MCC is a master and circuit breakers are slaves). For example, in Figure 6 CBs are connected to the serial communication bus RS485 and use standard industrial communication protocol Modbus [ABB2007]. By polling individual relays the MCC can read data (electrical values, status) from CBs and if necessary modify relay settings (tripping characteristics).
When the fault happens each individual relay takes a tripping decision locally (independently of the MCC) and performs in accordance to Figure 7. In case an abnormal situation is detected a tripping condition is checked (a measured current in a specific direction is compared with the actual relay setting). If the tripping condition is reached a CB is open.

The main goal of the adaptive protection system shown in Figure 6 is to maintain settings of each over-current relay regarding a current state of the microgrid (both grid configuration and status of DERs are taking into consideration).

![Diagram](image)

**Figure 7.** Local over-current protection function inside circuit breaker.

It is effectuated by a special adaptation module in the MCC which is responsible for a periodic check and update of relay settings. It consists of two main components:

- pre-calculated information during off-line fault analysis of a given microgrid
- an on-line operating block.

### 1.4.2 Off-line analysis

A set of meaningful microgrid configurations as well as feeding-in states of DERs (on/off) is created for off-line fault analysis and is called an event table. Each record in the event table has a number of elements equal to a number of monitored CBs in the microgrid (some elements may have higher priority than others, e.g. the central CB which connects LV and MV grids) and is binary encoded, i.e. element=1 if a corresponding CB is closed and 0 if it is open (Figure 8).
Next, fault currents passing through all monitored CBs are estimated by simulating different short-circuit faults (3-phase, phase-to-ground, etc.) in different locations of the protected microgrid at a time. During repetitive short-circuit calculations a topology or a status of a single DER or load is modified between iterations. As different fault locations for different microgrid states are processed the results (the magnitude and direction of fault current seen by each relay) are saved in a specific data structure.

Based on these results suitable settings for each directional OC relay and for each particular system state are calculated in such a way that guarantees a selective operation of microgrid protection. These settings are grouped into an action table which has the same dimension as the event table. In addition to a regulation of protection settings other actions such as activation of protection function can be done, e.g. a directional interlock can be activated in the islanding situation. A flow chart diagram in

Figure 9 summarizes the off-line part of the adaptive protection algorithm.
The event and action tables are parts of the configuration level of the microgrid protection and control system shown in Figure 10, where:

- **External Field Level** represents energy market prices, weather forecast, heuristic strategy directives and other utility information
- **Management Level** includes historic measurements and distribution management system (DMS)
- **Configuration Level** consists of a station computer or PLC situated centrally (substation) or locally (switchboard) which is able to detect a system state change and send a required action to hardware level
- **Hardware Level** transmits a required action from the configuration level to on-field devices by means of a communication network. In the case of a large microgrid, this function can be divided between several local controllers which communicate only selected information to the central unit.
- **Protection Level** may include CB status, release settings, interlocking configuration, etc. Together with **Real-time Measurements Level** they are sitting inside on-field devices.

![Microgrid protection and control architecture](image)

**Figure 10.** Microgrid protection and control architecture

### 1.4.3 On-line operation

During the on-line operation the MCC monitors the microgrid state by polling individual directional OC relays. This process runs periodically or is triggered by an event (tripping of CB, protection alarm,
etc.) and uses communication system shown in Figure 6. The microgrid state information received by the MCC is used to construct a status record which has a similar dimension as a single record in the event table. The status record is used to identify a corresponding entry in the event table. Finally, the algorithm retrieves the pre-calculated relay settings from the corresponding record in the action table and uploads the settings to on-field devices via the communication system. Figure 11 illustrates phases of the adaptive protection algorithm running on-line.

**Figure 11.** Phases of on-line adaptive protection algorithm with available look-up tables (the event and action tables).

### 1.4.4 Directional interlock

Fault detection and selective isolation are very challenging tasks in microgrids dominated by microgenerators with power electronics interfaces (Table 1). This subsection presents a solution based on extension of the microgrids adaptive protection system with a directional interlock. A non-directional interlock together with non-directional over-current relays are well known techniques used in radial distribution feeders without DERs [Yong1990]. The interlock starts from the end of the feeder towards the supply side and connects an output port of the trip unit to an input port of the trip unit immediately to the supply side by means of a simple screened-twisted-pair cable. In the case of fault, the CB immediately to the supply side sends a locking signal to the hierarchically higher CB and, before intervening, checks that a similar locking signal has not been reached by the CB on the load side. This guarantees a selective operation of relays even where it is not possible to use a current discrimination. However, in a presence of DERs along the feeder the non-directional interlock will
not work correctly because the fault will be supplied from both sides and all CBs between the fault and the most remote DER at the end of the feeder will be unnecessarily tripped which makes difficult to detect the fault location.

An evolution of this pre-cabled system could be an adaptive directional interlock in order to avoid a non-selective operation of relays in the microgrid. The interlock direction is changed by reassignment of output and input ports of corresponding relays. The interlock direction is changed on-fly (in less than 50 ms) depending on a direction of the fault current with regard to a direction of the interlock (a default interlock direction is from the end of the feeder towards the supply side, i.e. MV grid) before the fault (Figure 12). A direction of interlock of each over-current relay before the fault is defined by a position (OUT/IN) of relay communication ports.

![Adaptive directional interlock.](image)

The reassignment of ports is based on the following rules:

- **if** the fault current direction is opposite to the present interlock direction
  - **then** keep present port assignment
  - **and** relay sends locking signal to the present interlock direction
- **if** the fault current direction is similar to the present interlock direction
  - **then** switch output/input ports, i.e. interlock direction
  - **and** relay sends locking signal to the new interlock direction (opposite to the present interlock direction)
Adaptive directional interlock sends the blocking signals in correct directions, i.e. relays on both sides of faulty element will trip and selectively isolate the fault.

### 1.5 Simulation Results

This section shows an illustrative example of a centralized adaptive protection system combined with a directional interlock and the results are discussed. We used the same microgrid setup as shown in Figure 6. Parameters of the test microgrid are given in Appendix. The microgrid consists of several DERs including synchronous machines and units with PE interfaces.

We explored two scenarios with regard to a microgrid configuration and status of DERs:
- microgrid without DERs in the grid connected mode
- microgrid with DERs (synchronous machines) in the grid connected and islanded modes

#### 1.5.1 Microgrid with DERs switched off in the grid mode

The first scenario is shown in Figure 13. This microgrid topology was used as a base case and the first entry in the event table.

![Microgrid Diagram](image)

**Figure 13.** Scenario A1: the microgrid with DERs switched off is connected to a medium voltage distribution grid.

We assume that each electronic trip circuit breaker has a similar shape of the over-current protection trip curve (Figure 4). In order to provide a selective operation of different circuit breakers we used different time delays to of the constant time delay part $S$ in the range between $I_{k_{\text{min}}}$ (the expected minimum short circuit current) and $I_{k_{\text{max}}}$ (the expected maximum short circuit current). CB1 is the
closest circuit breaker to the source and has the longest time delay $t_s$. The most distant CB3.2 and CB6.2 have the shortest time delay $t_s$ (Figure 14). The instantaneous tripping part I is removed from all curves for a simplification purposes.

![Figure 14](image)

**Figure 14.** Trip curves for circuit breakers in the upper feeder (identical for CBs in the lower feeder) in the base case and a tripping sequence in Scenario A1 (Figure 13).

The microgrid topology and suitable OC protection settings $t_s$ for all CBs (calculated during the off-line fault analysis [ABB2008-2]) in the base case are shown in Table 2 based on Figure 13 and Figure 14. DER and load protection settings do not set here but the information on DER and load status (on/off) is required for a correct operation of the microgrid adaptive protection.

In case of fault in the cable between SWB1 and SWB2 (Figure 13) all CBs between the fault and the LV busbar see the fault supplied by the main MV grid (red box in Table 2), but only CB1.2 will trip after $t_s=150$ ms (Figure 14) and CB2.1 will be opened by the “follow-me” function of CB1.2 in order to avoid connecting the fault to the healthy feeder by closing CB3.2 and CB6.2. Other CBs that see the fault are delayed (in absence of a logic discrimination auxiliary connection). However, this method is limited by a number of discriminating time steps (a maximum $t_s$ is recommended to be less than 800 ms) and is only suitable for feeders with a small number of switchboards.
**Table 2**  
**Scenario A1: Status of Circuit Breakers** 1=close, 0=open and Over-current protection  
Settings $t_s$ in seconds. Red box and numbers show CBs that see the fault in Figure 13  

<table>
<thead>
<tr>
<th>Upper Feeder</th>
<th>CB1</th>
<th>CB2</th>
<th>CB1.1</th>
<th>CB1.2</th>
<th>CB2.1</th>
<th>CB2.2</th>
<th>CB3.1</th>
<th>CB3.2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.3</td>
<td>0.2</td>
<td>0.2</td>
<td>0.15</td>
<td>0.15</td>
<td>0.1</td>
<td>0.1</td>
<td>0.05</td>
</tr>
<tr>
<td>Lower Feeder</td>
<td>CB3</td>
<td>CB4.1</td>
<td>CB4.2</td>
<td>CB5.1</td>
<td>CB5.2</td>
<td>CB6.1</td>
<td>CB6.2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>0.2</td>
<td>0.15</td>
<td>0.15</td>
<td>0.1</td>
<td>0.1</td>
<td>0.05</td>
<td></td>
</tr>
<tr>
<td>DER + Load</td>
<td>CB1.3</td>
<td>CB1.4</td>
<td>CB1.5</td>
<td>CB2.3</td>
<td>CB2.4</td>
<td>CB2.5</td>
<td>CB3.3</td>
<td>CB3.4</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>DER + Load</td>
<td>CB4.3</td>
<td>CB4.4</td>
<td>CB4.5</td>
<td>CB5.3</td>
<td>CB5.4</td>
<td>CB5.5</td>
<td>CB6.3</td>
<td>CB6.4</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Assume SWB2 and SWB3 are re-supplied via SWB6 (CB3.2 and CB6.2 are closed) after the fault between SWB1 and SWB2 is selectively eliminated (CB1.2 and CB2.1 are open). A selectivity problem may appear if using base case protection settings from Table 2.

![Diagram](image)

**Figure 15.** Scenario A2: the microgrid with all DERs switched off is connected to the medium voltage distribution grid.

For example, if the second fault will appear between SWB2 and SWB3 (
Figure 15) it will be eliminated by CB3.2 and CB6.2 (ts=50ms) instead of CB3.1 (ts=100 ms) and the load in SWB3 will be unnecessarily tripped as shown in Figure 16.

**Figure 16.** Base case trip curves and a tripping sequence in Scenario A2 with non-directional OC protection (Figure 15).

Selectivity can be improved by:
- application of directional over-current relays,
- modification of protection settings of non-directional OC relays.

In the first case we would need to install a new hardware. Each relay will have two $t_s$ settings, one for each direction (clockwise and counter-clockwise) as shown in Table 3. In this case a selective protection operation is guaranteed (Figure 17) and SWB3 will remain connected after the fault is eliminated.
### Table 3

**Scenario A2: Status of CBs and Directional OC Protection Settings Tₚ**

<table>
<thead>
<tr>
<th></th>
<th>CB1</th>
<th>CB2</th>
<th>CB1.1</th>
<th>CB1.2</th>
<th>CB2.1</th>
<th>CB2.2</th>
<th>CB3.1</th>
<th>CB3.2</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Upper feeder</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>→</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>←</td>
<td>0.75</td>
<td>0.55</td>
<td>0.55</td>
<td>0.4</td>
<td>0.4</td>
<td>0.3</td>
<td>0.3</td>
<td>0.2</td>
</tr>
<tr>
<td><strong>Lower feeder</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>→</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>←</td>
<td>0.05</td>
<td>0.05</td>
<td>0.1</td>
<td>0.1</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.2</td>
</tr>
<tr>
<td><strong>DER + load</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CB1.3</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>CB1.4</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>CB1.5</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td><strong>DER + load</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CB4.3</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>CB4.4</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>
Figure 17. Base case trip curves and a tripping sequence in Scenario A2 with directional OC protection (Figure 15).

In the second case we modify the S part of the base case trip curves by adjusting $t_s$ settings (Figure 18). Second records in the event and action tables are created during the off-line fault analysis (Table 4).

<table>
<thead>
<tr>
<th>Table 4</th>
<th>SCENARIO A2: STATUS OF CBs AND MODIFIED NON-DIRECTIONAL OC PROTECTION SETTINGS $t_s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upper feeder</td>
<td>CB1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0.4</td>
<td>0.2</td>
</tr>
<tr>
<td>Lower feeder</td>
<td>CB3</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0.3</td>
<td>0.3</td>
</tr>
<tr>
<td>DER + load</td>
<td>CB1.3</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>DER + load</td>
<td>CB4.3</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>
In particular we can observe lower $t_s$ for CB2.2 and CB3.1 and higher $t_s$ for CB3.2 and CB6.2 in comparison to the values shown in Table 2.

**Figure 18.** Modified base case trip curves ($t_s$ settings) and a tripping sequence in Scenario A2 with non-directional OC protection (Figure 15).

The second solution with a modification of $t_s$ settings is characterized by more narrow range of the time delay $t_s$. The maximum time delay $t_s=0.4$ s versus 0.75 s in the case of directional OC protection.

### 1.5.2 Microgrid with synchronous DERs switched on in the grid and islanded modes

Assume there is a considerable change in the microgrid configuration and status of DER units: the cable between SWB4 and SWB5 is disconnected for a maintenance work and SWB5 and SWB6 are supplied via SWB3 (CB3.2 and CB6.2 are closed) as illustrated in

Figure 19. Two identical synchronous diesel generators (parameters are given in Appendix) are connected in SWB1 and SWB6. In addition we assume that all non-directional OC protection relays use time delay settings $t_s$ from the base case shown in Table 2.
Figure 19. Scenario B1: the microgrid with synchronous DERs switched on is connected to the medium voltage distribution grid.

In the case of fault between SWB1 and SWB2 (Figure 19) there is no problem to detect and selectively isolate the fault from the main grid side by CB1.2, also because the fault current seen by CB1.2 becomes higher $I_{k\text{max}} = 15$ kA (Figure 20) vs. $13.5$ kA (Figure 14) in the base case due to a contribution from the synchronous DER in SWB1. The fault current supplied by the second DER in SWB6 and seen by CB2.1 is 2 kA (Figure 20). It can only activate the L part of the relay’s trip curve with the expected tripping time delay of 40 s. Therefore, CB2.1 is opened by the “follow-me” function of CB1.2 and isolates the fault from the LV feeder side in $t_s = 150$ ms (if using a directional OC protection then $t_s = 400$ ms, see Table 3).

The main concern is $t_s \geq 150$ ms set for the OC relay in CB1.2 which may affect a stability of the synchronous DER with a small inertia in SWB1. A preferred solution is based on the adaptive directional interlock (Section 3.4). The time delay $t_i$ is set at 50 ms for all OC relays in the microgrid.
Then blocking signals are sent in correct directions which prevents an unnecessarily disconnection of DERs and healthy parts of the microgrid.

**Figure 20.** Base case trip curves and a tripping sequence in Scenario B1 with directional OC protection (Figure 19).

Next we assume that after an isolation of the first fault the island which includes SWB2, 3, 5 formed as shown in Figure 21. The synchronous DER in SWB6 is switched to a frequency control mode and additionally each load in the island is dropped from 100A to 50A.

Assume there is a second fault inside the islanded microgrid between SWB2 and SWB3 and all non-directional OC relays use ts settings from the base case shown in Table 2. Ideally, the fault should be cleared by CB2.2 and CB3.1. CB2.2 can not trip since there is no fault current source in SWB2, but it can be opened by the “follow-me” function of CB3.1. The ts of CB3.1 is set at 100 ms for a minimum fault current level of 4*In CB = 3.2 kA. In case of using directional OC protection ts = 150 ms for CB3.1 (Table 3). However, the maximum fault current supplied by the synchronous DER in SWB6 and seen by CB3.1 Ikmax=2.4 kA (Figure 22). This will activate the L part of the relay’s trip curve with the expected tripping time delay of 25 s. During this time DER in SWB6 will be disconnected by its out-of-step protection.
Figure 21. Scenario B2: the islanded microgrid with the synchronous DER in SWB6.

In order to guarantee fast fault isolation in the islanded mode where the main grid does not contribute to the fault, the trip curve must be pushed to the left dynamically depending on the microgrid topology and a number of connected DERs (1). The modified trip curves for scenario B2 are illustrated in Figure 22.

Figure 22. Base case and modified trip curves and a tripping sequence in Scenario B2 (Figure 21).
Protection settings for all CBs in the island are calculated during the off-line fault analysis and shown in Table 5 as recorded in the event and action tables.

Another protection alternative is based on the adaptive directional interlock (Section 3.4). The tripping time is set at 50 ms for all CBs inside the island and the minimum short circuit current has to be dynamically modified (reduced) depending on type and number of connected DER units.

### Table 5
**Scenario B2: Status of CBs and Modified OC protection settings $I_{kmin}$ and $t_s$**

<table>
<thead>
<tr>
<th></th>
<th>CB1</th>
<th>CB2</th>
<th>CB1.1</th>
<th>CB1.2</th>
<th>CB2.1</th>
<th>CB2.2</th>
<th>CB3.1</th>
<th>CB3.2</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Upper feeder</strong></td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$I_{kmin}$</td>
<td>3.2</td>
<td>3.2</td>
<td>3.2</td>
<td>3.2</td>
<td>3.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
</tr>
<tr>
<td>$t_s$</td>
<td>0.3</td>
<td>0.2</td>
<td>0.2</td>
<td>0.15</td>
<td>0.15</td>
<td>0.05</td>
<td>0.05</td>
<td>0.1</td>
</tr>
<tr>
<td><strong>Lower feeder</strong></td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$I_{kmin}$</td>
<td>3.2</td>
<td>3.2</td>
<td>3.2</td>
<td>3.2</td>
<td>3.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
</tr>
<tr>
<td>$t_s$</td>
<td>0.2</td>
<td>0.2</td>
<td>0.15</td>
<td>0.15</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
<td>0.1</td>
</tr>
<tr>
<td><strong>DER + load</strong></td>
<td>CB1.3</td>
<td>CB1.4</td>
<td>CB1.5</td>
<td>CB2.3</td>
<td>CB2.4</td>
<td>CB2.5</td>
<td>CB3.3</td>
<td>CB3.4</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td><strong>DER + load</strong></td>
<td>CB4.3</td>
<td>CB4.4</td>
<td>CB4.5</td>
<td>CB5.3</td>
<td>CB5.4</td>
<td>CB5.5</td>
<td>CB6.3</td>
<td>CB6.4</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>
1.6 Fault Current Limiters in Microgrids

1.6.1 Increase of fault current levels

Distribution utilities calculate fault current levels during network planning stage to ensure that fault levels remain within the design limits of various grid components. These calculations are based on knowledge about connected generating units and rotating equipment at customer sites. In today’s distribution networks, the presence of DERs provides an additional contribution to the fault level, and the embedded nature of the DER makes the fault current calculations more complex as they should take into account the consequences of operational switching combinations to a degree not required when all generation was via the transmission network [KEMA2005]. When the fault current contribution from a single DER is not large, the aggregated contribution of many DER units can alter the fault current levels enough to exceed a design limit of various primary equipment components to which it is connected (e.g. circuit breakers, cables, bus bars, etc.). When fault level design limits are exceeded, there is a risk of damage to and failure of the equipment with consequent risk of injury to personnel and interruption of supply under short circuit fault conditions. In this case a costly physical upgrade of primary equipment may be needed. A fault level contribution from a DER is mainly determined by its type and a coupling method to the grid. Today DERs connected to low voltage microgrids are usually photo-voltaic (PV) generators and micro and mini combined heat and power (CHP) units. The existing low voltage microgrids can accept a large number of PV generators. The impact in an area with PV covering 100% microgrid load would add less than 5% to the commonly used fault levels. However, in case of large amounts of domestic mini CHP equipped with synchronous generators their fault current contribution may become an issue especially in microgrids in urban areas with low fault level headroom availability.

The following analysis provides an indication of the likely scale of the problem. We used the microgrid shown in Figure 1 where only one synchronous DER is connected to SWB1. An increase of a total short circuit current in SWB1-3 due to a contribution of DER in SWB1 was estimated. Different size of DER was considered and the final results are shown in Figure 23. The given values are expressed as a ratio between the initial symmetrical short-circuit current (IEC60909-0 Clause 1.3.5 [IEC2001]) for a three-phase fault with DER and without DER. It can be observed that the highest effect of DER is seen by the SWB where DER is connected and that the fault current level with DER can reach 135% of the fault current without DER. In such circumstances a capability of microgrid to accommodate additional DER units is reduced.
1.6.2 Fault current limitation technologies

It is a duty of a fault current limiter (FCL) to limit the excessive currents in case of a fault. The current limiting effect is illustrated in Figure 24.

Figure 23. Increase of a total short circuit current due to synchronous DER contribution.

Figure 24. The effect of a fault current limitation.
In case of fault, the fault current increases with a certain rate of rise depending on the circuit parameters and on the phase angle at initiation. When a fault occurs, the FCL has to react and limit the current, preferentially before the first peak in the fault-current waveform is reached (<5 ms).

Figure 25 demonstrates available and emerging technical solutions for current limitation below equipment design limits [CIGRE2003]. These solutions fall in two groups: passive and active.

![Figure 25: Alternative methods of fault current limitation.](image)

Passive solutions limit a fault current by increasing current path impedance at nominal and fault conditions. Therefore, it generates losses and voltage drop under nominal conditions. Active devices show a highly non-linear behaviour and quickly increase the impedance during the fault. Their main disadvantage is a need of replacement after each operation and a careful adjustment of protective relay settings to maintain selectivity [CIGRE2006]. There are also low voltage circuit breakers available with a built-in current limiting functionality [ABB2007]. The current limitation is done by a sufficient voltage built-up inside the breaker. The current path inside a CB is constructed in a way that magnetic forces quickly move the arc into a set of metallic plates, making the arc splitting into a number of smaller arcs, each causing a voltage drop of 20-30V and limiting the fault current [Lindm2004]. However, the current limiting circuit breakers only limit the current in case of actuation and always interrupt. Selectivity is therefore limited.

[CIGRE2003] provides a list of requirements for the ideal FCL:

- Negligible impedance under nominal operating conditions – i.e. negligible resistive and reactive losses, no related needs for cooling and no voltage drop,
- Fast response – the first peak of short-circuit current (<5 ms) must be limited in order to limit the magnetic forces on the primary equipment components,
- Multiple operations – the FCL device has to recover automatically, with very short recovery time in order to be able to respond to multiple re-closure cycles, and in order to not require a field trip of service personal for replacement of components after operation,
- Selectivity – the “let through” current should be selectable, either by the design of the FCL device or by a configurable setting. It should not limit motor start currents and not respond to transients or capacitor switching currents. The current for coordination with protective devices has to be provided, so that existing protection concepts do not need to be modified,
- High reliability – the FCL must correctly operate under any fault magnitude and any fault phase condition. Correct response must reliably occur after a long duration without fault events as well as in cases of consecutive multiple faults,
- Compact size, long lifetime, maintenance free and low cost.

In Table 6, compliance with the requirements for the ideal FCL is compared for different technologies.

**TABLE 6**

**COMPARISON OF REQUIREMENTS AND CURRENT LIMITATION (CL) TECHNOLOGIES**

<table>
<thead>
<tr>
<th>Technology</th>
<th>nominal impedance</th>
<th>response time</th>
<th>repeatability</th>
<th>selectivity</th>
<th>reliability</th>
<th>costs, size</th>
</tr>
</thead>
<tbody>
<tr>
<td>CL transformer</td>
<td>V drop</td>
<td>fast</td>
<td>Given</td>
<td>ok</td>
<td>high</td>
<td>high, small</td>
</tr>
<tr>
<td>CL reactor</td>
<td>V drop</td>
<td>fast</td>
<td>Given</td>
<td>ok</td>
<td>high</td>
<td>med, med</td>
</tr>
<tr>
<td>Resonant circuit</td>
<td>ok</td>
<td>fast</td>
<td>Given</td>
<td>ok</td>
<td>high</td>
<td>high, large</td>
</tr>
<tr>
<td>CL fuse</td>
<td>ok</td>
<td>fast</td>
<td>Replace</td>
<td>limited</td>
<td>high</td>
<td>low, small</td>
</tr>
<tr>
<td>Iₘ-limiter</td>
<td>ok</td>
<td>fast</td>
<td>Replace</td>
<td>limited</td>
<td>high</td>
<td>high, small</td>
</tr>
<tr>
<td>CL circuit breaker</td>
<td>ok</td>
<td>fast</td>
<td>Ok</td>
<td>limited</td>
<td>high</td>
<td>low, small</td>
</tr>
<tr>
<td>PTC resistor</td>
<td>ok</td>
<td>medium</td>
<td>Cooling</td>
<td>limited</td>
<td>medium</td>
<td>low, small</td>
</tr>
<tr>
<td>Superconducting FCL</td>
<td>ok</td>
<td>Fast</td>
<td>Cooling</td>
<td>ok</td>
<td>not proven</td>
<td>High, med.</td>
</tr>
<tr>
<td>Liquid Metal FCL</td>
<td>ok</td>
<td>medium</td>
<td>Ok</td>
<td>not proven</td>
<td>med, small</td>
<td></td>
</tr>
<tr>
<td>Driven-Arc FCL</td>
<td>ok</td>
<td>medium</td>
<td>Ok</td>
<td>limited</td>
<td>not proven</td>
<td>med, med</td>
</tr>
<tr>
<td>Semiconductor based FCL</td>
<td>ok</td>
<td>fast</td>
<td>Ok</td>
<td>limited</td>
<td>not proven</td>
<td>high, med.</td>
</tr>
<tr>
<td>Hybrid FCL</td>
<td>ok</td>
<td>Fast</td>
<td>Cooling</td>
<td>limited</td>
<td>not proven</td>
<td>med, med</td>
</tr>
</tbody>
</table>

Next we provide details on Iₘ limiter and liquid metal FCL - promising current limiting methods which are currently commercially available and under development respectively.
### 1.6.3 $I_s$-limiter

A device called $I_s$-limiter combines a fast switch and a current limiting fuse in parallel (Figure 26a) [ABB2008-1]. Under normal operation the current flows via the low impedance switch. Upon detection of a fault current by the electronic control circuit, the fast switch is triggered and the current is commutated to the fuse. By using a small charge for interrupting the main current path, the $I_s$-limiter is able to interrupt the fault current within 0.5 ms after receiving the tripping signal. Due to the electronic control the tripping conditions can selectively be chosen. The $I_s$-limiter is a single-shot device and the switch/fuse insert needs to be replaced after actuation. $I_s$-limiters are available for up to 40.5 kV and for rated currents of several kA.

![Figure 26. $I_s$-limiter with insert (a) and its current limiting effect (b).](image)

If the current is not allowed to be completely interrupted by the $I_s$-limiter a parallel combination of an $I_s$-limiter with a reactor can be used. Upon tripping of the $I_s$-limiter the current is commutated on the reactor, which limits the fault current. The elimination of the permanent resistive copper losses of the reactor makes the $I_s$-limiter being amortized within a few years only.

### 1.6.4 Liquid metal fault current limiter

A physical concept of liquid metal current limitation based on Pinch-effect was introduced in the beginning of 70th. [Schoft2005] and [Tepper2006] propose an innovative liquid metal current limiting principle that does not apply the Pinch-effect but limits the current without arcing.

Figure 27 illustrates major components and operating principle of liquid metal fault current limiter (LMFCL). It consists of solid metal electrodes for connection of the device to a transmission line/cable and multiple capillaries filled in with movable liquid metal electrodes. The liquid metal used nowadays is an alloy Galinstan (68.5% of gallium, 21.5% of indium and 10% of tin), has high electric conductivity, a melting temperature of about -20°C, and is environmentally friendly. Liquid
metal electrodes are guided automatically along resistive material elements for the current limiting path by a magnetic over-current-dependent Lorenz force $F_{\text{mag}}$. Magnetic forces can be generated either by the fault current itself or externally. The device can therefore either be self- or externally triggered with a response time in the low millisecond time range.

In a normal operation, a continuous, inner conductive connection exists between the solid electrodes via the liquid metal electrodes (Figure 27a). At nominal current LMFCL has negligible losses comparable to busbar or cable losses. During the fault, the liquid metal electrodes are displaced in the capillaries. The jump in fluid height interrupts the electrical connection of the solid electrodes via the liquid metal, resulting in a strong increase of the total electric resistance and current limiting action of the device (Figure 27b). Subsequent to clearing or eliminating the short circuit, the connecting capillaries refill with liquid metal without any external action (back-flow of the liquid metal into its original position by the gravitation force) whereupon the LMFCL is operational again – a “self healing” property.

![Figure 27. Operating principle of LMFCL: conducting (a) and current limiting (b) modes.](image)

Amongst the advantages achieved by the LMFCL are:

- electric arc-free, reversible active current limitation,
- low resistance in the main current path,
- rapid reaction time,
- self-healing effect,
- little wear and easy maintenance,
- cost level of LMFCL is expected to be in the same range with conventional circuit breakers, i.e. approximately around 1 kUSD per MW.
A single capillary is able to carry a nominal current of several hundred Amps and can create a voltage drop of up to 100V. By using capillaries in series and parallel connection, a LMFCL for literally any current or voltage can be constructed.

Figure 28 illustrates the experimental LMFCL setup with six parallel current paths each consists of four series capillaries. This arrangement has 2kA rated current, 20kA short circuit current and 1kV rated voltage.

![Figure 28. Liquid metal FCL matrix.](image)

Sites for high short circuit current testing are extensive and complex. Thus, in the present early developments, a less extensive testing facility is used. An impulse current test bench is applied in order to study the liquid mechanics and the electric characteristics of liquid metal filled capillaries with resistive capillary walls. The test system setup is described in details in [Tepper2006]. First, the characteristic of liquid metal filled capillaries with resistive capillary walls is studied under normal air. In order to achieve a good electrical contact between liquid metal and the capillary walls the capillary walls are wetted by liquid metal before assembly. Liquid metal moves upwards in the capillaries while the accelerating magnetic field is applied and the capillary resistance increases (Figure 29). However, it is observed that the capillary resistance breaks down from time to time during liquid metal movement (Figure 29, green curve). This effect mainly stems from the fact that liquid metal oxidizes under air. It has a profound effect on the way the liquid metal wets different surfaces. Residues of liquid metal oxide unintentionally wet the insulating material in the back and in the front of the capillaries. The thin liquid metal film on the resistive capillary walls somewhat short circuits the resistive path. As a result the proposed principle does not work reliably under normal air.
Figure 29. Development of capillary resistance (single capillary, capillary height 8 mm, width 5 mm, and depth 10 mm, and the height of liquid metal inside the capillary is 8 mm, air, wetted electrodes).

Next, the liquid metal capillaries are put in a vacuum chamber \(10^{-6}\) mbar made from non magnetic austenitic stainless steel and the experiments are repeated (Figure 30).

Figure 30. Development of capillary resistance (vacuum, non wetted electrodes).

The capillary walls were no longer wetted by liquid metals. Thus the electrical contact between liquid metal and the resistive capillary walls degrades so that the risk of liquid metal loosing its contact to the capillary walls during the movement increases. On the other hand the resistive capillary walls keep their well defined resistance and there is no thin liquid metal film that may partly short circuit the resistive capillary walls. The results of the experiments exhibit that at low and medium
accelerating forces a liquid metal is still in good electric contact with the resistive capillary walls while moving upwards in the capillary. The maximum measured resistance of the capillaries corresponds to the total resistance of the capillary walls. The development of the capillary resistance shows a smooth and continuous increase during liquid metal movement (Figure 30, green curve). Therefore, it can be concluded that liquid metal filled capillaries with non wetted resistive capillary walls under vacuum represent the best configuration to be used in the LMFCL. Though, it has to be assured that the applied magnetic field does not lead to excessive accelerating forces on the liquid metal inside the capillary.

PSPICE was used to perform numeric simulations considering the electrical properties of the test bench and the properties of the liquid metal filled capillaries. Doing so and still assuming the test parameters from the non wetted, single capillary under vacuum (Figure 30) the present simulation also exhibits the electric characteristics of the liquid metal filled capillary (Figure 31). The simulated electrical characteristic of the liquid metal filled capillary closely matches the experimental results. The present configuration of geometry and accelerating magnetic force provides a good balance in the trade of between cohesion of liquid metal and speed of current limitation.

**Figure 31.** Numeric simulation of development of capillary resistance vs. experimental results (vacuum, non wetted electrodes).

1.7 Conclusions
In this report, the effect of DERs and topological changes on sensitivity and selectivity of microgrid protection (loss of relay coordination) is investigated. A novel adaptive microgrid protection system using digital relaying and advanced communication infrastructure is proposed.

The adaptive protection system is based on a centralized architecture with pre-calculated information where protection settings are updated periodically by the microgrid central controller with regard to a microgrid operating state. Settings for non-directional or directional over-current relays are pre-calculated during off-line fault analysis of a given microgrid. Fault detection and selective isolation are very challenging tasks in microgrids dominated by DER with power electronics interfaces. The proposed solution is based on extension of the microgrids adaptive protection system with a directional interlock.

Several scenarios have been set up to illustrate the effects of adaptation of relay settings. The results of these simulations have been reported and analyzed.

High penetration level of synchronous DERs makes the existing microgrids in many cases reaching their fault level limits and further extension is not possible without costly replacement of the equipment. Several current limiting solutions for avoiding replacement of equipment exist and are regularly applied by utilities. However, all solutions have some disadvantageous. The ideal current limiter for commercial application as described above does unfortunately not yet exist and has therefore still to be developed.
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### 1.9 Appendix

<table>
<thead>
<tr>
<th>Parameters of utility grid</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rated voltage, V</td>
<td>6000</td>
</tr>
<tr>
<td>Short circuit power, MVA</td>
<td>500</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameters of distribution transformer</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rated voltage primary/secondary, V</td>
<td>6000/400</td>
</tr>
<tr>
<td>Rated power, kVA</td>
<td>630</td>
</tr>
<tr>
<td>Vcc, %</td>
<td>4</td>
</tr>
<tr>
<td>LV distribution system</td>
<td>TN-S</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameters of cables</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type</td>
<td>EPR/XLPE</td>
</tr>
<tr>
<td>Cross-section phase, mm²</td>
<td>3x185</td>
</tr>
<tr>
<td>Cross-section neutral, mm²</td>
<td>95</td>
</tr>
<tr>
<td>Nominal current, A</td>
<td>750</td>
</tr>
<tr>
<td>Resistance at 20°C phase/neutral, mOhm</td>
<td>8.34/16.24</td>
</tr>
<tr>
<td>Inductance at 20°C phase/neutral, mOhm</td>
<td>6.17/6.25</td>
</tr>
<tr>
<td>Length, meters</td>
<td>150</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameters of feeder circuit breakers</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rated voltage, V</td>
<td>400</td>
</tr>
<tr>
<td>Rated current, A</td>
<td>800</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameters of loads</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rated voltage, V</td>
<td>400</td>
</tr>
<tr>
<td>Rated current, A</td>
<td>100</td>
</tr>
<tr>
<td>Rated power factor, cosφ</td>
<td>0.9</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameters of synchronous DERs</th>
<th>Value</th>
</tr>
</thead>
</table>
2 Novel Protection System for Microgrids (Fraunhofer IWES)

2.1 Summary

A new protection scheme for Microgrids was developed, implemented and tested. The new protection scheme, implemented in a “Multifunctional Intelligent Digital Relay (MIDR)”, permits automatic adaptation of protection settings according to the actual type of grid structure and the interconnection of Distributed Energy Resources. In the case of a fault a routine implemented to the MIDR generates selective tripping signals which are sent to respective circuit breaker/s. The MIDR allows for continuous measurement and monitoring of the analogue and digital signals originating from equipment and network respectively.

For the tests the MIDR was connected to a 10-kV hardware network simulator. Current and voltage measurements from that network were taken by the MIDR and processed in real-time. Data from a Decentralised Energy Management System were taken periodically, but not in real time. These data were used for the adaptation of protection settings. With the performed tests the proper functioning of the MIDR could be proved.

2.2 Introduction

This report presents the activities carried out by Fraunhofer IWES concerning “Novel protection schemes for Microgrids”. The activities comprise analyses of conventional protection methodologies for use in Microgrids, definition of required protection behaviour, development and test of novel protection schemes and devices, and investigations on the central static switch.

In Chapter "State of the art“, the actual state of the art concerning distribution network protection is described and discussed regarding its relevance for grid integration of Microgrids. Possible challenges
for protection and control are described, and appropriate methodologies given in scientific papers are
presented and critically discussed.

Chapter “Analysis of different fault situations – definition of required protection behaviour” deals
with analyses of fault situations in Microgrids. The chapter starts with giving background information
on configuration and operating characteristics of the Microgrid considered in this report. Based on
that, different possible fault situations in the Microgrid are analysed. For each scenario requirements
on the protection behaviour are formulated.

In Chapter “Development of novel protection scheme and device” the development of a novel
protection scheme for use in Microgrids, and its software and hardware implementation is described.

Chapter “Investigation of novel protection device – test and validation” deals with the laboratory test
of the developed novel protection device. Details on the used equipment, the chosen test procedure
and the results of the test are given. Furthermore, the last subchapter presents the investigations
performed on the central static Microgrid switch.

In Chapter “The developed protection scheme in view of German Grid Codes” relevant issues
concerning compatibility of the developed novel protection scheme and the new German
interconnection guideline for generating units connected to the medium voltage distribution network
are discussed.

In Chapter “The developed protection scheme in view of Virtual Power Plants, Virtual Utilities and
Smart grids” the developed novel protection scheme is discussed in the context of Virtual Power
Plants, Virtual Utilities and Smart Grids respectively.

Chapter “Conclusion” gives concluding remarks on the activities.

2.3 State of the art

In this chapter an overview on state-of-the-art protection concepts for distribution networks with
distributed generation is given.

Moreover, specific challenges for system protection in Microgrids are described.

2.3.1 Effect of DER on system protection – a review on proposed protection
concepts for distribution networks

The consequences of the changes in grid structure due to the integration of Distributed Energy
Resources (DER) affect the protection system, which has been conventionally designed for a vertical
grid structure, and may lead to protection malfunction [HAD99], [SAL01], [CHI03], [HAK04]. The
existing protection concepts have to be adjusted according to the changes in grid structure or new
concepts are to be developed [HAN03], [JKL02], [JÄK02], as future problems with the protection
system are likely to occur. Most of the blackouts in recent years can be regarded as a consequence of
protection practices which have not been adequately adjusted to the new structural conditions [RET03]. As a literature research shows, this problem is globally dealt with and solutions are searched for [CHE08], [MÄK08], [JAV08], [YUA07], [VIA06].

As revealed by the literature research, after the interconnection of new DER adequate adjustments in the settings of the time overcurrent protection devices are necessary, to guarantee the required level of selectivity and stability for both interconnected and islanded operation. Time overcurrent protection is typical for medium voltage (MV) grids as it is quite simple. To solve the problems originating from the interconnection of DER one solution could be a flexible adaptation of the protection relay settings combined with the utilisation of protection relays with direction determination function. Adaptation of settings could mean a permanent adaptation of relay characteristic settings or a switching of relay settings groups. However, the more units of DER are to be interconnected, the more difficult a selective parameterisation of the protection system becomes, as the short-circuit ratios are fundamentally changing. To avoid this type of problem Iliceto et al. [GAT03] claim, that interconnected DER should only have a marginal impact on the short-circuit ratios, what does not conform to reality. The more DER are integrated the more the short-circuit ratios are changed. Another possibility to solve the problem of selective parameterisation would be an iterative and optimised calculation process [MÄK04], [ABY03]. Based on actual data of the grid and the generation units, this calculation process provides offline coordinated relay settings according to standardised time overcurrent tripping curves. It is not clear if this calculation process converges in all possible cases and if the tripping times are short enough not to loose stability. Moreover other concepts to solve these problems are necessary. The investigations on a network branch done by Brahma and Girgis [BRA02] revealed that it is necessary to apply microprocessor-based time overcurrent relays having the following characteristics:

- possibility of the utilisation of standardised tripping curves for the operation with and without DER,
- possibility of the utilisation of user-defined tripping curves.

Adaptive protection devices are one solution when having changing grid conditions. In [BRA04] the authors suggest to divide the system into zones with each zone having an appropriate amount of DER. Furthermore the DER unit with the highest capacity shall be responsible for frequency control. These separate zones are to be connected by zone-forming circuit breakers, which are centrally controlled by a main relay in the substation. The circuit breakers shall also be capable to synchronise. The main relay is a computer-based device, which is able to process and save large amounts of data and to communicate with other devices, e.g. with the zone-forming circuit breakers and the interconnection
protection devices of the DER. The main relay shall detect the fault, determine type and location of
the fault and then isolate the affected zone by opening the relevant circuit breakers. Also the DER of
the affected zone have to be disconnected. Thus, all other zones can continue normal operation. Also
automatic reclosing (if applied) is controlled by the main relay. The protection algorithm described
above requires continuous real-time measurement of different quantities as well as the
synchronisation of all three-phase current phasors (i.e. phasors of all DER and the phasors of the main
power network). Furthermore the directions of energy flow are calculated continuously. The devices
for phasor measurement use the pulse of a GPS receiver [JIA99], [JIA00], [JIO00].

When using one main relay, in case of breakdown of this device the whole protection concept fails.
To minimise fault clearance times of time overcurrent protection devices Zhang et al. [ZHA04] used
the existing primary network instead of setting up a separate network for communication. They
introduced an acceleration module, which detects tripping actions of fast protection devices by
changes in short-circuit ratios and initiates appropriate actions. In doing so the previous protection
concept of classical grading is not modified. This concept did not result from the problem of a
growing number of DER, but from the problem of fundamental changes in subordinated grids arising
from intermediate infeeds. Intermediate infeeds lead to a growing density of nodes and therefore to
higher fault clearance times when applying classical grading with standardised time overcurrent
protection devices [MOR08], [GAL05], [GEI05], [KAU04], [VER04].

Distance protection devices can clear a fault in high-speed. Today this type of devices is not applied
in LV, but in MV grids; in HV grids it is common practice for line protection. Chilvers et al. [CHI03]
suggest a concept of protecting subordinated grids with DER by using distance protection devices. By
affecting the current phasors, intermediate infeeds of DER have an impact on the measurement of the
fault impedance. Therefore the maximum possible power of interconnected DER becomes limited. As
the DER connected to different nodes results in a higher short-circuit power, short-circuit current
limiters may be required, which again restricts the functionality of distance protection devices. The
effects of the utilisation of fault current limiters have been analysed by the CIGRE working group

These remarks on the “State of the Art” show that experts agree on the main impacts of distributed
generation and the resulting need for research regarding the handling of problems in protection
coordination, the development of adaptive protection concepts etc. [DEG04], [SAL01], [SCH99],
[BOP03], [YAG03], [HAK05], [SHU06], [KEI07].

To allow for conformity with the axioms of grid protection (i.e. selectivity, sensitivity, reliability,
speed and cost effectiveness) and to ensure a high level of security of supply even under the
conditions of a high DER penetration, there is the need for holistic research and the development of systematic solutions and basic concepts, which presently are indeterminable within circles of experts [DEG04].

2.3.2 Challenges for system protection in Microgrids

All investigations done in this work package are based on the project specific definition of the term “Microgrid”:

Microgrids comprise Low Voltage distribution systems with distributed energy sources, storage devices and controllable loads, operated

a) connected to the main power network or

b) islanded,

in a controlled, coordinated way [MIC06].

Legend:  DMS – Distribution Management System,  MGCC – Microgrid system Central Controller

Fig. 2.1 Configuration of Micro grid [MIC06]

The existence of two possible and normal states of operation presents new challenges concerning system management, layout of equipment (controllable) and characteristics of the protection system. To avoid non-selective tripping of protection relays, the protection system of the future shall permanently be capable of:

- identifying the actual state of operation,
- automatically defining and implementing new required protection settings.

The German interconnection guidelines for generation units [COD08], [COD01] describe requirements on the parallel operation of generators with the power system (e.g. the behaviour of the generation units during fault conditions). However, none of the European guidelines comprise the term “Microgrid”.

As mentioned above, the idea of the Microgrids project is to consider both states of operation; interconnected and intentionally islanded operation. Thus, the concept of Microgrids would lead to advantages compared to the old philosophy, for instance:

- In case of faults in the main grid the Microgrids can independently disconnect from the main grid, build up a coordinated and controlled state of operation and uninterruptedly supply power to the interior loads.

- In case of faults inside the Microgrid only the smallest possible part of the Microgrid should be isolated to keep alive the rest of the Microgrid, allowing for an ongoing power supply from the Microgrid’s generation units to both the adjacent loads and the main grid.

To guarantee reliable functioning of the protection system, this universal concept requires the utilisation of more sophisticated and (for the time being) more expensive protection devices, compared to the conventional concept of simply operating the generation units in parallel to the main grid. As literature researches revealed there is a big backlog in developments in this field of application.

Therefore new protection concepts and involved protection equipment shall be developed or, if applicable, the protection system properties shall be adjusted.

For the development of protection concepts for Microgrids the following challenges shall be considered in particular:

- Changes in the operating performance of the grid, e.g. bi-directional power flows, permanently fluctuating short-circuit powers, appearance of new phenomena under fault conditions (i.e. enlargement of short-circuit currents, reduction of short-circuit currents under islanded operation conditions, blinding and sympathetic tripping)

- Acceleration of transient phenomena

- Suitability of conventional protection practices in terms of new types of grid operation and phenomena
In the following some of the phenomena mentioned above (underlined) shall be explained more in
detail:

**Enlargement and reduction of short-circuit currents**

In most cases according to the principle of superposition the short-circuit current in a Short-Circuit-
Point (SCP) is enlarged by the short-circuit contribution of DER. For instance, the short-circuit
current at SCP 4 in Fig 3.1 (chapter 3) is the sum of the short-circuit contribution originating from the
MV level (main power network), the PV system, the storage unit and the flywheel unit). This
phenomenon is described in several books with focus on “calculation of short-circuit current”. Therefore, no reference is given here.

By contrast, during islanded operation the short-circuit currents in the Microgrid are reduced
[MÄK04], [FRI08], [MOR08], [KAU04], [VER04], [POP08], [DEU07], [KUM04].

**Blinding**

At certain grid points the occurring short-circuit current can go down to low values, due to the short-
circuit contribution of DER installed in other sections of the considered network. This phenomenon is
referred to as “blinding” [MÄK05]. The negative aspect of this phenomenon is non-tripping of
protection relays, despite existence of a fault in the related feeder.

**Sympathetic tripping**

In contrast to the phenomenon “blinding” the phenomenon “sympathetic tripping” [MÄK05], [KEI07]
describes a hyper function of protection relays in neighbouring feeders of the defective feeder.

2.4 **Analysis of different fault situations – definition of required protection behaviour**

In this chapter a short-circuit as well as a protection analysis of a typical Microgrid configuration are
performed.

At first, the approach is based on the determination of a typical Microgrid configuration including its
commonly used equipment (transformers, lines etc.) and feed-in situations. In a next step the range of
occurring short-circuit powers at different grid points is identified. Finally, different fault situations
are considered and requirements on the protection behaviour are defined.
For both interconnected and islanded operation of the Microgrid there are different framework requirements for protection functioning. Primarily this is related to changes in short-circuit power and network impedance for different nodes within the Microgrid. Protection settings may have to be changed when switching from one mode of network operation to another. In doing so the settings could be adapted to the current network status, comprising type of network operation, switching states of the circuit breakers and connected DER and loads.

In addition, there are the requirements of Grid Codes [COD04] and the specifications for parallel mains operation of DER [COD01], [COD08]. Network protection must take into account situations with remarkable infeed contribution from DER.

### 2.4.1 Microgrid configuration and relevant data

**Circuit diagram**

For the investigations the basic grid configuration of the Microgrid in Fig. 2.1 was taken and adapted (see Fig. 3.1 below). It consists of a MV public power supply system and two radial branches of LV lines with the DER units connected at LV bus bars [SHU09].

**Technical data**

**Cables**

The radial feeders were configured in the following way, in order to achieve the maximum total length:

- Voltage limits ±10 % of $U_N = 400$ V (EN 50160, Nov. 1999, slow voltage deviations)

- The power of connected loads or DER units corresponds with the transmission capacity of line (75 to 750 kVA)

Distribution line which corresponds with a minimum cross section of transmission cable:

<table>
<thead>
<tr>
<th>Type</th>
<th>$R'$ (Ohm / km)</th>
<th>$X'$ (Ohm / km)</th>
<th>$C'$ (10^{-6} F / km)</th>
<th>Nominal current (A)</th>
<th>Nominal transmission capacity (kVA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NAKBA 4 x 35sm</td>
<td>0.876</td>
<td>0.091</td>
<td>0.59</td>
<td>108</td>
<td>74.82</td>
</tr>
</tbody>
</table>

By assumption of a common load of 75 kVA, which is connected at busbar St8, the total line length of 225 m between SCP2 and SCP9 was calculated.
Fig. 2.2 Configuration of the Microgrid from Fig. 2.1 for analysis of short-circuits

Distribution line which corresponds with a maximum cross section of transmission cable:

<table>
<thead>
<tr>
<th>Type</th>
<th>$R'$ (Ohm / km)</th>
<th>$X'$ (Ohm / km)</th>
<th>$C'$ ($10^6$ F / km)</th>
<th>Nominal current (A)</th>
<th>Nominal transmission capacity (kVA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NKY 1 x 500rm</td>
<td>0.0366</td>
<td>0.0848</td>
<td>1.33</td>
<td>1025</td>
<td>710.14</td>
</tr>
</tbody>
</table>

By assumption of a common load of 750 kVA the total line length of 435 m was calculated.

In each case the short-circuit calculations were made for a maximum and minimum fault sequential on each busbar with and without DER unit.

**Distribution transformer**

Rated apparent power $S_{rT}$ 1600 kVA

$u_{krT}$ 6 %

$Z_{rT, OS}$ 3.75 Ω

*Interconnection point of Microgrid to the 10 kV network*
The short-circuit apparent powers at the 10-kV side of the transformer are assumed as:
- $SSC_1 = 200$ MVA for interconnected operation and
- $SSC_2 = 20$ MVA for islanded operation

### 2.4.2 Short-circuit currents for interconnected and islanded operation

In order to show the variations of the value of the short-circuit app. powers occurring when changing from interconnected to islanded operation, short-circuit calculations for all grid points given in Fig. 3.1 were done. Table 3.1 shows the grade of variation of short-circuit apparent powers, by giving the ratio $SSC$, interconnected / $SSC$, islanded for different grid points.

**Table 2.1 Range of variation of short-circuit apparent powers in different grid points of the Microgrid when changing from interconnected to islanded operation**

<table>
<thead>
<tr>
<th>Number of bus bar</th>
<th>SSC, interconnected / SSC, islanded (cross section 500 mm²)</th>
<th>SSC, interconnected / SSC, islanded (cross section 35 mm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCP1</td>
<td>2.95 - 2.98</td>
<td>2.95 - 2.98</td>
</tr>
<tr>
<td>SCP4</td>
<td>1.73 - 2.76</td>
<td>1.09 - 1.97</td>
</tr>
<tr>
<td>SCP6</td>
<td>1.45 - 2.58</td>
<td>1.03 - 1.49</td>
</tr>
<tr>
<td>SCP9</td>
<td>1.32 - 2.43</td>
<td>1.02 - 1.30</td>
</tr>
</tbody>
</table>

These data show that
- the range of variation is 1.02 to 2.98,
- the reduction at the LV side of the transformer is extremely high (2.95 to 2.98),
- the variation at remote grid points can be very small (only 1.02 to 1.30).

These values demonstrate that there might be selectivity problems in terms of system protection. An adaptation of protection settings could be a solution to avoid protection malfunction and non-selective tripping respectively. Without any changes in the protection concept and settings respectively, selectivity can be endangered when connecting / disconnecting DER or changing from interconnected to islanded operation. To avoid protection malfunction network operation might be continuously supervised and protection settings might be adapted where required.

In the following different fault scenarios are analyzed.

### 2.4.3 Fault in area between main grid and Microgrids

In this case a short-circuit at short-circuit point no. 1 (SCP1, Fig. 3.2) is considered.
For this fault scenario, neither exchange of power between different Microgrids, nor between the Microgrid and the main power network is possible. The following behaviour of the system protection has to be ensured:

- Relay R1 has to trip in order to isolate the Microgrid from the fault
- Relay R2.1 can trip optionally. By doing so the transformer is disconnected from the Microgrid and the operation of the Microgrid is not burdened by the inductive no-load currents of the transformer.

In the Microgrid a type of operation has to be established, that controls “itself” by means of a control algorithm like e.g. SELFSYNC.

![Diagram of Power System](image)

**Fig. 2.3 Relevant short-circuit grid points**

### 2.4.4 Fault in low voltage connection point of Microgrid

In case of a fault at SCP2 (Fig. 3.3) conventional protection concepts will clear the fault by tripping the relays R2.1, R2.2 and R2.3. This will only work, if relays R2.2 and R2.3 are non-directional.
To guarantee a selective fault clearance for all possible fault situations, the LV station controller shall monitor the direction of the short-circuit currents at both LV feeders. This is technically feasible, as all LV switching cabinets are located in the same room within one switching substation. Blocking contacts of the relays shall be connected to the logical block “AND-OR-AND”. The logical block of the DEMS has to synchronously compare the logic signals of short-circuit directions for all branches. Decisions are made and corresponding tripping signals are sent to the circuit breakers. For instance, in case of a fault at SCP2 the logical block of the DEMS sends tripping signals if it has “1-1-1” at its digital inputs. “1” is obtained, when there is a short-circuit current instead of nominal current and the occurring voltage drop is higher than permissible. Relay R2.1, R2.2 and R2.3 will then receive tripping signals.

**Fig. 2.4 Fault at the LV side of the transformer**

### 2.4.5 Faults inside Microgrid

In this case faults at SCP3 to SCP10 are considered (Fig. 3.2). In the following an example of a fault inside the Microgrid is discussed.
In case of a fault inside the Microgrid at SCP3 (Fig. 3.4), the following behaviour of conventional system protection can be expected:

- Relay R2.2 will trip.

- If relay R3.1 is directional (in the direction of conventional power flow), it will not trip and DER units at the upstream feeder may feed the fault.

- Non-directional relay R2.3 will trip (cp. subchapter 3.4). This behaviour is non-selective and is known as the phenomenon “sympathetic tripping” (see chapter 2). By selective protection behaviour, the power supply at the right feeder could have been sustained.

- The interconnection protection R3.2 will disconnect the micro turbine.

For a selective fault clearance, the following protection behaviour is required:

- Relay R2.2 measures the same direction of current as under normal operating conditions. Based on a comparison of this operating state and recorded (“trained”) data on normal operating conditions, a tripping signal could be generated and sent to relay R2.2, as logic data combined with measurements reveal a short-circuit.
- Relay R3.1 shall also receive a tripping command to avoid any contribution to the short-circuit current from the upstream grid section.

- In order to avoid the phenomenon “sympathetic tripping” relay R2.3 has to be blocked. (In conventional protection systems, relay R2.3 will trip if it does not offer the functionality of direction determination.)

By continuously monitoring the operating conditions of the different sections of the Microgrid, the new protection system gains the characteristics of a differential protection relay.

### 2.4.6 Faults in case of islanded operation of Microgrid

When a Microgrid is operated as an island, system protection also has to be adjusted according to the changed grid relationships (SC powers etc.). The logic used for protection behaviour can stay the same as connected to the main power network, but the relay settings have to be changed.

### 2.5 Development of novel protection scheme and device

In this chapter the development of a novel protection scheme for use in Microgrids, and its software and hardware implementation is described.

The necessity for adaptability of protection settings for different types of network operation has been demonstrated by numerous publications [HAN03], [JKL02], [JÄK02] [RET03], [CHE08], [MÄK08], [JAV08], [YUA07], [VIA06].

The task to develop the claimed adaptability of protection settings is diversified. Therefore, there is not a unique solution to be developed. Depending on the characteristics of grid and equipment, different solutions can be found.

Fraunhofer IWES [SHU06] suggests integrating a state estimation to the protection system, which monitors the DER operating state and sets up a corresponding data exchange with the protection system. Thus, new network operating conditions could be assessed, functioning of the protection system could be analysed and, if required, protection settings could be adapted.

### 2.5.1 General requirements for adaptive protection

Extraordinary changes will occur during transition from interconnected to islanded network operation. The application of DER, which are dependent on fluctuating primary energy sources, leads to changes in network operating conditions and lowers the efficiency of the conventional protection system during faults.
In order to cope with these changes, as mentioned above Fraunhofer IWES [SHU06] suggests integrating a state estimation to the protection system, which monitors the DER operating state and sets up data exchange with the protection system.

To ensure effective functionality of system protection in Microgrids, either the existing controllers of DER and loads can be used or separate controllers can be installed at all points of interconnection (Fig. 3.1).

### 2.5.2 Protection scheme and its units

In the flow chart of Fig. 4.1 the algorithm of the developed adaptive protection relay is shown [SHU06]. The scheme consists of two blocks:

- Real time block
- Non real time block

The Real time block analyses the actual grid state, acquired by continuous measurement of grid parameters, and detects disturbances due to adjusted tripping characteristics. When the tripping condition is reached, a tripping signal to the respective circuit breaker is generated.

The Non real time block uses the prediction data of the availability of Distributed Generators (DG) / DER, in order to review the selectivity of tripping characteristics for each new operating condition and to adapt, if selectivity is not given any longer. If the adaptation is successful and the boundary conditions are not broken, the tripping characteristics of respective relays will be matched. If there is no possible solution without breaking the boundary conditions, a signal will be generated that forbids the acceptance of the operation predicted by the (Decentralised) Energy Management System (DEMS / EMS).

The suggested adaptive protection concept does not consider the function of automatic reclosing, which usually is used for temporary faults occurring at OHL (overhead lines).

Special relevance in this concept has the data transfer between adaptive relays and EMS via long distances. Communication via power line carrier (PLC) and LAN was selected.

In the flow chart below bold-lined figures indicate modules for adaptive protection. Thin-lined figures represent modules of conventional protection technique.
2.5.3 **Online communication between units**

For the implementation of the adaptive network protection concept into the utilities’ distribution networks already existing communication systems and protocols can be applied.

For instance, the application of IEC 61850 (Communication Networks and Systems in Substations) facilitates coaction of equipment from different manufacturers. The standard IEC 61850 allows for real-time communication by means of periodically sent telegrams. In case of a spontaneous change in state at the sending unit, telegrams will be sent with a high repetition rate within a few milliseconds right after the change in state (GOOSE = Generic Object Oriented Substation Event). Thus, changes in state can be detected rapidly.

The communication link can be established by means of common interfaces (RS485, glass optical fibre, plastic optical fibre) and protocols (MODBUS, IEC 870-5-101, IEC 60870-5-103, DNP 3.0).

2.5.4 **Software and hardware implementation**

For the implementation of the suggested concept and the hardware verification respectively, a real-time capable Embedded Controller PXI-8186 with integrated graphical development platform LabVIEW for design, control and test, analogue Data Acquisition Card PXI-6071E and Digital I/O Card PXI-6528 from “National Instruments” was used (Fig. 4.2). The design of the hardware architecture and the choice of software environment are arranged according to the requirements concerning computing power and real time capability of the problem.

The software-technical realisation of the concept shown in the flowchart of Fig. 4.2 occurs in LabVIEW. In LabVIEW the user interface as well as the program logic has been created with graphical blocks. This system, that combines the hardware structure with the developed software structure of the suggested adaptive network overcurrent protection concept, was named **Multifunctional Intelligent Digital Relay** (MIDR). The MIDR was implemented into the 10-kV **Medium Voltage Network Simulator** (MVNS), where the DLC and EMS systems had already been implemented to.

The data on DG / DER availability predicted by the EMS will be stored in data bases. Because of the fluctuating power generation and distributed generators operation program, this data base of the EMS will be dynamically updated. The connection building between the data base of EMS and the MIDR was realised in LabVIEW via ODBC-interface by means of freeware library LabSQL. At the time the data bases of EMS are realised as MySQL data bases. The algorithm of MIDR is able to request not only a MySQL data base, but also other data bases like e.g. PostgreSQL, Oracle, MSSQL, Access etc. In order to access the data of EMS data bases for adaptation of tripping characteristics, the
communication between the MIDR and data bases of EMS via Ethernet and DLC communication was established and data transmission analysed.

Fig. 2.6 Simplified flow chart of suggested concept
The algorithm of MIDR on the basis of requested data calculates the actual short-circuit current supplied by all available DER connected to the appropriate feeder and adapts the high-set overcurrent element (I>>) of the protection relay. For the time being only this adaptive overcurrent protection function has been implemented into MIDR-algorithm. The acquisition of actual grid state still occurs in real time, whereas the non-real time data from EMS serve for tripping characteristics adaptation of appropriate relays. The implemented tripping characteristics, which must be adapted, are definite time overcurrent, definite time overcurrent time and inverse time overcurrent protection characteristics. The user-defined tripping characteristics can be set by entering their current-time coordinates, which will be interpolated by means of linear functions.

Due to the suggested adaptive protection concept, the boundary conditions must not be broken by matching of tripping characteristics for each energy flow direction by using adaptation factors. For the tripping ranges boundary conditions have already been implemented into algorithm. The boundary conditions consist of inrush currents and damage curves for different transformer types, motor start-up current curves and the thermal damage curves of power lines. All data, settings and parameters of tripping characteristics, boundary conditions etc. will be stored in an Access data base. For supporting of the error location and fault diagnosis, event logging and transient recording functions were implemented in the MIDR.

A hardware platform for later embedding of an expert system was created, allowing for the implementation of adaptive network protection concept. This platform saves the knowledge base on the conventional and adaptive protection concepts and contains all the data and “if - then” rules to make an automatic decision. The MIDR combines all the data and rules and offers the possibility to implement and test the adaptive network protection concepts in distribution grids with high DER penetration. The developed user interface offers an uncomplicated possibility for setting, parameterisation and view in time-current diagrams.

The Analogue Card DAC PXI-6071E allows for the acquisition of the analogue signals of the measured quantities current and voltage. The Digital Card PXI-6528 allows for both the acquisition of switching states of circuit breakers and for the release of tripping signals. The implementation of the MIDR has been performed by means of a modular design of hardware and software. Therefore, by the development of new modules a quick enhancement of the system is possible.
Fig. 2.7 Interaction of MIDR with other relevant components

In Fig. 4.3 the developed adaptive protection relay “MIDR” is shown.

Fig. 2.8 Multifunctional Intelligent Digital Relay (MIDR)
2.6 Investigation of novel protection device – test and validation

In this chapter the laboratory test of the developed novel protection device is described and its behaviour is evaluated. In the last subchapter (5.5) the investigations performed on the central static Microgrid switch are presented.

Methodology

The objective of the practical validation of the Multifunctional Intelligent Digital Relay (MIDR, see Fig 4.1) is to prove protection adaptability for the developed hard- and software by means of physical models of equipment (transformers, loads, DER etc.) in the 0.4 kV and 10 kV voltage level.

This involves the following steps:

- creation of a data base with data of grid and equipment,
- build-up of the data base connection,
- test of the software developed for data exchange / query of data,
- definition and application of different relay settings groups / adaptation of protection settings.

As result should be evaluated:

- capability of automatic adaptation of relay tripping characteristics and
- estimation of selectivity.

2.6.1 Equipment for test

The equipment used for the test has to simulate the configuration of a representative Microgrid (Fig. 5.1 and 5.2). The configuration of the Microgrid in Fig. 5.2 has been represented by means of the Medium Voltage Network Simulator (10 kV) of Fraunhofer IWES.

Medium Voltage Network Simulator (MVNS)

At the “Fraunhofer-Institute for Wind Energy and Energy System Technology (Fraunhofer IWES)” a physical network model with a rated voltage of 10 kV has been developed for investigations on decentralised grid structures and islanded grids with special regard to interconnected DER. The Medium Voltage Network Simulator (MVNS) was put into operation in 2003 [STR03], [VAL03]. By the utilisation of a rated voltage of 10 kV, which is a common voltage in medium voltage grids worldwide, several different stationary and dynamic grid investigations can be carried out without the necessity of measurement conversions. As the availability of real technical data of most DER is
inadequate, alternatively carried out numerical simulations cannot be done without making assumptions or approximations and therefore lead to inaccurate simulation results. The 10-kV MVNS is installed in Fraunhofer IWES’ laboratory DeMoTec. Amongst other facilities the DeMoTec is equipped with PV systems, CHP units, Diesel generator sets, models of wind power plants and different types of inverters (Fig. 5.3).

Fig. 2.9 Configuration of Microgrid (Fig. 2.1)

Fig. 2.10 Configuration of the Microgrid from Fig. 5.1 for test
Fig. 2.11 Structure and equipment of 10-kV Medium Voltage Network Simulator (MVNS) in DeMoTec at Fraunhofer IWES
**Multifunctional Intelligent Digital Relay (MIDR)**

In the test set-up the MIDR comprises the functionalities of both DEMS and MV / LV station controller (compare Fig. 3.2).

![Technical realisation of the 10-kV network simulator](image1)

**Fig. 2.12** Technical realisation of the 10-kV network simulator

For each of the three feeders (Fig. 5.3, transformers T-1 to T-3) there is a separate data base server (see Fig. 5.5). In the data bases data on interconnected DER (i.e. available short-circuit power provided by DER units) and the actual Microgrid topology is stored.

![Three data base servers](image2)

**Fig. 2.13**: Three data base servers (left), MIDR and signal processing unit (right)

![Real-time measurement performed by the MIDR](image3)

**Fig. 2.14**: Visualisation of the real-time measurement performed by the MIDR

According to the flow chart in Fig 4.1 the actual interconnection states and short-circuit powers of DER units are written to the respective data bases and continuously communicated to the MIDR. Communication between the MIDR and the data base servers can be built up via PLC or Ethernet. Based on the requested operational data (short-circuit power of DER in the different grid sections)
and the actual short-circuit power available from the main grid, the MIDR calculates possible short-circuit currents and adapts protection settings where required. According to the protection characteristics and the measurement signals supplied by the current and voltage transformers (see Fig. 5.6), the MIDR decides whether there is a fault or not and sends tripping signals to respective circuit breakers, if required.

The data base servers are realised by means of MySQL servers. By using the software “Bullzip MS Access to MySQL” the data base files are converted from .mdb-format (MS Access) into .sql-format.

MIDR was implemented in LabVIEW. For building up the connection to the data base servers the tool “LabSQL” is used.

2.6.2 Test procedure

To prove proper functioning of the MIDR, tests are carried out according to the steps:

- build-up of the data base connection and query of data,
- adaptation of protection settings.

The tests are done for both islanded and interconnected operation of the Microgrid. As there is no real DEMS available for the tests, the settings for the two types of operation (islanded / interconnected to the main grid) are changed manually in the MIDR; i.e. the short-circuit power available from the main grid is set to 0 and to a specific value respectively. For building up the connection between the MIDR and the data bases the MySQL servers have to operate properly. In order to control the availability and functionality of the servers the software tool “XAMPP” is used (see Fig. 5.7). With this tool the operational status of the servers can be continuously monitored during the tests. The software “Active Ports” is applied to check if the port used by MySQL is available and if this port connects to the right IP address (see Fig. 5.8).

Fig. 2.15: Software tool XAMPP, used for check of proper server operation

Fig. 2.16: Software Active Ports
To allow for data query MySQL has to be started and the respective data base has to be selected. In Fig. 5.9 the “MySQL Command Line Client” is shown.

The results of the connection build-up and the data query respectively are documented in a text file. In the following an excerpt of this file is given:

midr_db_test.txt
13:55:04;0;DB connection 1 built up;0;
13:56:44;0;DB connection 2 built up;0;
13:58:24;0;DB connection 3 built up;0;
13:59:24;0;DB 1 data query successful;0;
13:59:30;0;DB 2 data query successful;0;
13:59:35;0;DB 3 data query successful;0;
13:59:40;1;DB 1 data query successful;0;
13:59:45;1;DB 2 data query successful;0;
13:59:50;1;DB 3 data query successful;0;
13:59:55;2;DB 1 data query successful;0;
14:00:00;2;DB 2 data query successful;0;
14:00:05;2;DB 3 data query successful;0;
14:00:10;3;DB 1 data query successful;0;
14:00:15;3;DB 2 data query successful;0;
14:00:20;3;DB 3 data query successful;0;
14:00:25;4;DB 1 data query successful;0;

Having successfully built up data base connections, the adaptation of protection settings according to the amount of interconnected DER and the actual grid switching state can be tested. For the calculation as well as for the adaptation of protection settings by MIDR, characteristic data of equipment has to be entered and predefined protection parameters (e.g. definite time, inverse time overcurrent etc.) have to be selected (see Fig. 5.10).
2.6.3 Proof of protection adaptability – results

For the test two MV / LV feeders of the Microgrid are considered:

At the LV side of transformer T-1 (Feeder 1, Fig. 5.3) a synchronous generator is connected which is able to feed the loads of the Microgrid in case of islanded operation.

At the LV side of transformer T-3 (Feeder 3) an inductive motor with $I_{\text{rated}} = 50$ A is connected. This value is indicated in the two current-time (I-t) protection diagrams by means of a white line (see below). These diagrams show the MIDR protection settings at Feeder 3 for interconnected (Fig. 5.11) and islanded operation (Fig. 5.12). The blue curve gives the simplified motor start-up characteristic. Furthermore, the green curve indicates the short-circuit characteristic (damage curve) of the LV cable installed between the motor and the transformer T-3. The pink curve, being the tripping characteristic of Feeder 3, controls the operation of the circuit-breaker at the LV side of transformer T-3. The tripping curve is set between the motor start-up characteristic and the damage curve of the LV cable. Its high set element (I>>) is set to 0.8 times maximum available short-circuit current.

**Interconnected operation**

For interconnected operation the maximum available short-circuit current at Feeder 3 is calculated to 3700 A, which is indicated by the red line in Fig. 5.11. Therefore, I>> (right part of the pink curve) is set to 0.8 x 3700 A = 2960 A for interconnected operation.

**Islanded operation**
For islanded operation (i.e. all short-circuit power provided by DER) the maximum available short-circuit current at Feeder 3 is calculated to 800 A (see Fig. 5.12). Therefore, $I_{>>}$ is now set to $0.8 \times 800\ A = 640\ A$.

As can be seen from the diagrams below the MIDR automatically adapts the protection settings in accordance with the conditions of the Microgrid. In case of a fault occurring in the Microgrid or in the main grid, the pink curve is exceeded and tripping signals are generated by the MIDR in order to trip the respective circuit breaker/s. In this last matter the MIDR behaves like a conventional protection relay.

Similarly to the example above, where a transition from interconnected to islanded operation is performed, the protection settings will be adapted for a change in the amount of interconnected DER (i.e. a change in short-circuit contribution provided by DER). The MIDR continuously sums up the DER short-circuit power (relevant data available from data base servers) and the short-circuit power originating from the main grid (if applicable). The red line which indicates the overall short-circuit power is shifted accordingly and the pink curve adapts to the new conditions (compare diagrams above).
2.6.4 Evaluation of the test

The following results have been reached by the test:

1. The state of interconnected operation considerably differs from the state of islanded operation. Protection settings for interconnected operation are not sufficient for islanded operation and have to be adapted.

2. The speed of protection adaptability is limited by the probability of fault occurrence during adaptation. The justification for the time duration necessary for protection adaptation exceeds the aims of this project. During the tests carried out the time duration for adaptation has been estimated to be in the range of a few seconds.

3. The developed Multifunctional Intelligent Digital Relay allows for continuous measurement and monitoring of the analogue and digital signals originating from the test equipment. During the test the input and output signals of the MVNS have been available in real-time. The data from the DEMS (data base servers) has been available in non-real-time for the adaptation of protection settings.

4. The Multifunctional Intelligent Digital Relay permits automatic adaptation of protection settings according to the actual grid structure and the interconnection status of DER. In the case of a fault a routine implemented to the MIDR generates selective tripping signals which are sent to respective circuit breaker/s.

Thus, the objective of the test, to prove proper protection adaptability, has been achieved.

The test carried out has confirmed the challenges known from the aforementioned publications and also revealed other aspects, which demonstrate the need for further investigations and developments. In the following some key aspects from Fraunhofer IWES’ point of view are given:

- DER units could be designed by manufacturers in a way, allowing for enhanced monitoring / measurement and communication functionalities.

- A data link (between MIDR and DEMS) with sufficient speed and reliability is a prerequisite for the proposed adaptive protection scheme.

- The developed adaptive protection scheme could be further developed by introduction of pre-settings for typical operating conditions.
2.6.5 Study of possibility for enhancement of the central static switch

For Microgrid operation and its integration to the main grid, the central Microgrid switch is of vital importance. Therefore, requirements on this switch have to be formulated and tests of appropriate equipment are to be carried out.

There are the following requirements concerning the central Microgrid switch:

- circuit breaker qualities (adequate capability of breaking a short-circuit),
- speed (faster than 20 ms),
- remote controlled by shunt release or undervoltage release (tripping signal sent by the intelligent controller) and
- cost effectiveness.

The Microgrid switch has to be a switch that is able to separate the intended sub-network (Microgrid) with islanding capabilities from the main grid. For instance, these demands are met by the LV moulded-case circuit breaker “ABB Tmax T2”. This switch is equipped with a magnetic drive operating mechanism for remote-controlled switching-on and switching-off under normal operation conditions (> 100 ms). The shunt release provides for a remote de-energisation, < 15 ms [ABB07] (e.g. switching-off command from the intelligent controller).

Today the following equipment is in service:

- MV grids: HH-fuses (High-voltage High-breaking-capacity-fuse), vacuum / SF6 circuit breakers and
- LV grids: LH-fuses (Low-voltage High-breaking-capacity-fuse), line protection switches, LV moulded-case circuit breakers.

Protection devices consist of an intelligent, programmable relay or a simple relay, which is integrated in a switching unit (e.g. line protection switch) or operated externally (switch and relay are installed in separate units). They have diverse current-time characteristics, release times and communication and monitoring functions.

Since in LV grids only low-cost protection equipment is in service, there is only a very low degree of flexibility. A fuse cannot be parameterised. Cheap switches with integrated relays do not offer communication functionalities. Inverse time overcurrent characteristics are fixed and cannot be changed. The relays commonly applied do not allow the definition of different settings groups. There
is a large backlog regarding low-cost programmable digital devices with communication functionalities.

In order to compare the functionalities of commercially available standard switches and electronic switches, the very important point in this task was the investigation of the speed of the conventional Low Voltage Circuit Breaker (LVCB).

The following LVCBs were investigated (see Table 5.1).

<table>
<thead>
<tr>
<th>Description</th>
<th>Nominal current, In [A]</th>
<th>Nominal voltage, Un [V]</th>
<th>Shunt release</th>
<th>Undervoltage release</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manufacturer 1</td>
<td>160</td>
<td>400</td>
<td>208 - 277 V AC/DC</td>
<td>220 - 250 V AC/DC</td>
<td>Motorised operating mechanism</td>
</tr>
<tr>
<td>Manufacturer 2</td>
<td>250</td>
<td>400</td>
<td>208 - 250 V AC/DC</td>
<td>208 - 240 V AC</td>
<td>Motorised operating mechanism</td>
</tr>
<tr>
<td>Manufacturer 3</td>
<td>160</td>
<td>400</td>
<td>24 V AC/DC</td>
<td>220 - 240 V AC/DC</td>
<td>Magnetic drive operating mechanism</td>
</tr>
</tbody>
</table>

(In order to protect the commercial interests of the manufacturers the names of the manufacturers have been made anonymous.)

**Measuring setup**

Measurements of the total breaking time of LVCBs were made with shunt and undervoltage release. For each test series 20 trippings were released and the time until all the three currents extinguished was measured. All characteristics (three currents and the control voltage) were processed and represented by the oscilloscope “Tektronix TDS 3014”. The total breaking time was determined manually from the moment of the first observable deviation of control voltage until the last current extinguished.

All measurements were made under normal load conditions (measurements under fault conditions, e.g. experiments on short-circuit currents, were not made). The following Fig. 5.13 shows the measuring setup.
Measuring report

The following load situations were chosen:

- 12 kW (3 x 4 kW) pure resistive load ($R = 13.33 \, \Omega$, $I = 17.32 \, A$)
- 24 kW (3 x 8 kW) pure resistive load ($R = 6.67 \, \Omega$, $I = 34.64 \, A$)
- 24 kW (3 x 8 kW) resistive load and 12 kvar (3 x 4 kvar) inductive load ($R = 6.67 \, \Omega$, $X = 13.33 \, \Omega$, $I = 38.73 \, A$)

Table 2.3 Comparison of LVCBs’ capabilities

<table>
<thead>
<tr>
<th>Circuit breaker</th>
<th>Manufacturer 1</th>
<th>Manufacturer 2</th>
<th>Manufacturer 3</th>
<th>Load</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type of drive</td>
<td>Motorised</td>
<td>Motorised</td>
<td>Magnetic</td>
<td></td>
</tr>
<tr>
<td>Excitation type of shunt release</td>
<td>AC</td>
<td>AC tripped with DC</td>
<td>AC</td>
<td>DC</td>
</tr>
<tr>
<td>Control voltage (V)</td>
<td>230</td>
<td>230</td>
<td>230</td>
<td>230</td>
</tr>
<tr>
<td>Longest breaking time (ms)</td>
<td>not meas.</td>
<td>13.4</td>
<td>18.2</td>
<td>14.4</td>
</tr>
<tr>
<td>Shortest breaking time (ms)</td>
<td>not meas.</td>
<td>9.2</td>
<td>10.8</td>
<td>10.6</td>
</tr>
<tr>
<td>Average breaking time (ms)</td>
<td>not meas.</td>
<td>11.5</td>
<td>13.5</td>
<td>12.2</td>
</tr>
<tr>
<td>---------------------------</td>
<td>-----------</td>
<td>------</td>
<td>------</td>
<td>------</td>
</tr>
<tr>
<td>Longest breaking time (ms)</td>
<td>14.6</td>
<td>not meas.</td>
<td>18.0</td>
<td>not meas.</td>
</tr>
<tr>
<td>Shortest breaking time (ms)</td>
<td>10.2</td>
<td>not meas.</td>
<td>11.4</td>
<td>not meas.</td>
</tr>
<tr>
<td>Average breaking time (ms)</td>
<td>12.1</td>
<td>not meas.</td>
<td>14.3</td>
<td>not meas.</td>
</tr>
<tr>
<td>Longest breaking time (ms)</td>
<td>15.2</td>
<td>12.4</td>
<td>14.8</td>
<td>13.4</td>
</tr>
<tr>
<td>Shortest breaking time (ms)</td>
<td>9.4</td>
<td>10.2</td>
<td>10.8</td>
<td>10.2</td>
</tr>
<tr>
<td>Average breaking time (ms)</td>
<td>11.5</td>
<td>11.1</td>
<td>12.5</td>
<td>12.2</td>
</tr>
</tbody>
</table>

24 kW and 12 kvar
Analysis of measurement results

For the tested LVCBs the following table (Table 5.3) shows the optimum configuration for a quick tripping (in dependence of load cases). The type of release in all cases is shunt release.

Table 2.4 Optimum configurations for quick tripping of LVCBs¹

<table>
<thead>
<tr>
<th>Load</th>
<th>Optimum configuration for the shortest total breaking time, Manufacturer 1</th>
<th>Optimum configuration for the shortest total breaking time, Manufacturer 2</th>
<th>Optimum configuration for the shortest total breaking time, Manufacturer 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>12 kW</td>
<td>13.4 ms AC tripped with DC 230 V</td>
<td>14.4 ms DC 230 V</td>
<td>12.6 ms DC 24 V</td>
</tr>
<tr>
<td>24 kW and 12 kvar</td>
<td>12.4 ms AC tripped with DC 230 V</td>
<td>13.4 ms DC 230 V</td>
<td>13.2 ms DC 24 V</td>
</tr>
</tbody>
</table>

All in all the following can be observed:

- Shunt release is faster than undervoltage release
- DC control is faster than AC control
- The total breaking time of LVCBs is less than 15 ms.

2.7 The developed protection scheme in view of German Grid Codes

In the project “More Microgrids” investigations in the field of system protection have been carried out since 01.01.2006. At that time the state of the art regarding medium and low voltage grids was characterised by mainly locally controlled, none adjustable protection relays and unidirectional power flows (from the big power plants to the customers / loads). The discussion on the meaning of the term “Microgrid” has only been started. First concepts on the layout of a Microgrid and part of its electric operating conditions have been analysed in the European project “Microgrids” (ENK5-CT-2002-00610).

Regarding Microgrid operation there are numerous scientific, technical and legal aspects which have not been studied sufficiently so far. Therefore, international grid codes on the operation and

¹ For each optimum configuration and for each load case the longest breaking time is given.
integration of Microgrids do not exist. The results of the project “More Microgrids” shall contribute to the reduction of this backlog.

During the final phase of the investigations done in this project, there was the publication of the German Guideline “Generating Plants Connected to the Medium-Voltage Network. Guideline for generating plants’ connection to and parallel operation with the medium-voltage network” [COD08]. This guideline also contains details on layout and utilisation of system protection. For this reason the compatibility between the developed protection scheme and the new German Technical Guideline was analysed. The check of compatibility has revealed the following aspects:

A. Design of system protection

1. All DER have to be equipped with automatic or remote-controlled protection systems which are able to break short circuits. This is a pre-condition for achieving selectivity in the developed protection concept.

2. DER have to guarantee full protection functionality under all operating conditions.

3. The protection concepts and relay settings used by both the distribution system operator and DER operator have to be coordinated, in order to allow for a safe operation of both adjoining grid sections. In Microgrids the phenomena blinding and sympathetic tripping may occur.

4. In contrast to the protection concept developed in this project, the technical guideline does not postulate automatic adaptation of protection settings. Therefore, the results of this project are more forward-looking than the technical guideline.

5. At international level there is no acknowledged definition of the term “Microgrid” so far (see chapter 7). This often leads to problems of misunderstanding regarding scientific, technical and legal aspects.

B. Advancements of Fraunhofer IWES‘ concept

1. Protection settings are remote-controlled and adaptable.

2. Part of the protection functions specified in the guideline (e.g. frequency and voltage protection) can be implemented to the control of power electronic devices like inverters (see Fig. 6.1). Thus, the layout of DER interconnection is simplified, the reliability of the system increases and the cost of protection and the whole system respectively is reduced.
3. DER units should have interfaces for communication with the control centre of the Microgrid (e.g. DEMS) and support different communication protocols.

![Diagram of Microgrid with protection components](image)


**Fig. 2.22:** Coaction of protection components in the Microgrid test grid (Fig. 2.1) and the developed protection scheme by Fraunhofer IWES

However, the embodiments and settings given in the technical guideline are examples. In Fig 6.1 only one possible solution for the protection layout of a Microgrid is shown. System protection has to be laid out according to the equipment topologies and grid configuration.

The comparison between the concept developed by Fraunhofer IWES and the requirements given in the guideline shows that the approaches complement one another and that there are no contradictions. The new German guideline confirms the correctness of Fraunhofer IWES’ concept and also gives suggestions for further improvement.
2.8 The developed protection scheme in view of Virtual Power Plants, Virtual Utilities and Smart grids

The rapid development in the field of power generation from renewable energy resources requires the establishment of new organisational and technical grid structures, which in publications are referred to by the terms “Microgrids”, “Smart grids”, “Virtual Utility”, “Virtual Power Plant” et cetera. Each structure aims at a characteristic layout and operating philosophy. Protection concepts have to be suitable for the different structures. The investigation on the suitability of the developed protection scheme for use in Virtual Power Plants etc. is complicated due to the absence of a clear definition of the terms named above. This problem was also addressed in other European and national projects (e.g. FENIX). For this and other reasons an analysis on the definition of these terms was performed in [BRA08]. In the following some definitions of the aforementioned terms are given and considered in view of system protection.

<table>
<thead>
<tr>
<th>Expression</th>
<th>Relevant protection aspects</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Microgrids</strong> comprise Low Voltage distribution systems with distributed energy sources, storage devices and controllable loads, operated connected to the main power network or islanded, in a controlled, coordinated way. [MIC06]</td>
<td>For operating conditions with interconnection to the main power network conventional protection concepts have to be reviewed, and under certain conditions new protection settings and/or concepts are necessary. For islanded operation, protection concepts have to be enhanced by new intelligent concepts and/or characteristics. The Novel Protection Scheme developed by Fraunhofer IWES is one possible approach for the layout of those protection systems.</td>
</tr>
<tr>
<td>A <strong>Microgrid</strong> is an integrated energy system consisting of interconnected load and distributed energy sources which as an integrated system can operate in parallel with the grid or in an intentional island mode. [ARG06]</td>
<td></td>
</tr>
<tr>
<td>The <strong>Virtual Utility</strong> approach is a more flexible option than the Microgrid as it can utilise both local and remote generation resources, and requires little immediate change in the way the power networks are operated. [RAM05]</td>
<td></td>
</tr>
<tr>
<td><strong>A Virtual Power Plant</strong> is an information and communication system that aggregates Controllable Distributed Energy units or Active Customer Networks by direct centralised control. [BRA08]</td>
<td>All Virtual Power Plants known in Germany comprise equipment in the medium voltage level. Proper functioning of Microgrids, having their biggest part in the low voltage level, are a prerequisite / a basis for a Virtual Power Plant. Therefore, enhancement of LV networks by</td>
</tr>
</tbody>
</table>
The installation of adaptive protection systems can help to increase redundancy and stability of Virtual Power Plants. Such an enhancement is technically feasible and desirable. Economical aspects have to be further investigated.

The overview given above shows, that the concepts “Virtual Utility” and “Virtual Power Plant” mainly comprise organisational and economical aspects.

However, for the design of Microgrids the results of this project call for the application of novel intelligent protection schemes.

### 2.9 Conclusion

In this project different operating and fault conditions in Microgrids and in the main distribution network with special regard to a high level of interconnected Distributed Energy Resources have been analysed. In terms of the application of conventional protection concepts significant weak points have been determined.

The analysis of these problems was taken as a basis for the development of a new protection concept and the related hard- and software of a new protection device. This development, consisting of novel protection scheme, hard- and software, was named “Multifunctional Intelligent Digital Relay“.

The developed concept has been implemented to Fraunhofer IWES’ DeMoTec laboratory and it has been validated successfully. The following results have been reached by the test:

- The developed Multifunctional Intelligent Digital Relay permits automatic adaptation of protection settings according to the actual type of grid structure and the interconnection of DER. In the case of a fault a routine implemented to the MIDR generates selective tripping signals which are sent to respective circuit breaker/s.

- The Multifunctional Intelligent Digital Relay allows for continuous measurement and monitoring of the analogue and digital signals originating from the test equipment. During the test the input and output signals of the 10 kV network simulator have been available in real-time. The data from the DEMS (i.e. data base servers) has been available in non-real-time for the adaptation of protection settings.

Thus, the objective of the test, to prove protection adaptability, has been achieved. The test carried out has confirmed the challenges known from the aforementioned publications and also revealed other
aspects, which demonstrate the need for further investigations and developments. In the following some key aspects from Fraunhofer IWES’ point of view are given:

- DER units could be designed by manufacturers in a way, allowing for enhanced monitoring / measurement and communication functionalities.

- A data link (between MIDR and DEMS) with sufficient speed and reliability is a prerequisite for the proposed adaptive protection scheme.

- The developed adaptive protection scheme could be further developed by introduction of pre-settings for typical operating conditions.

Furthermore, the developed protection concept is compatible to the new German Technical Guideline “Generating Plants Connected to the Medium-Voltage Network”.

The possibility of an enhancement of the central static switch has been analysed based on commercially available standard switches and electronic switches, including both their cost and technical characteristics. The experiments proved that with commercially available switches a total breaking time of less than 15 ms can be realised, which is sufficient for the application as central Microgrid switch.
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3 Protection Device for Low Voltage Network with Low Fault Levels (EMforce)

This chapter contains information which has not been released for public disclosure. Please refer to the paper “Fault Current Source to Ensure the Fault Level in Inverter-Dominated Networks” which is available from the Microgrids website. The paper presents a summary of the work in this chapter. Should you be interested in more technical details, please contact the author via info@emforce.nl
4 Novel Protection System for Microgrid (ZIV)

4.1 Introduction

Microgrids and Distributed Generation are pushing the Intelligent Grid’s development. As the number of Distributed Energy Resources (DER) increases and communication to the various resources becomes more pervasive, the ability to operate segments of the grid as islands or Microgrids becomes reality. The drivers are clear - the desire for high-availability and high-quality power for the digital
society. Other advantages for customers and utilities are, basically, improvement of energetic efficiency, exploitation of residual heating, reduction of environmental impact, improvement of reliability and flexibility, investments reduction and operational benefits for the network.

DER includes not only generation such as solar, wind, and micro-turbines, but also negative power generation through demand response programs, controllable loads, and direct load control. Renewable energy resources are becoming competitive with existing generation resources. Many utility commissions are incentivizing additional renewable generation sources (solar and wind) on the grid. Battery and inverter technology is evolving such that a utility can justify the capital cost of the installation based on the difference in price from buying energy at night at a low price and selling it back during peak daytime rates.

Microgrids do present challenges to the utility from a protection, control, and dispatch perspective. Traditional protection is based on the fact that for a short circuit, significant overcurrents will flow in a direction towards the fault. In a Microgrid environment, a significant portion of the generation will be inverter-based which, through design, is current limited. New protection philosophies will need to be developed to protect these systems.

On the control side, it will be necessary for the Microgrid to be seamlessly islanded and re-synchronized. It may be required that the Microgrid be dispatched as a single load entity. This will mean that a local controller will have to be able to communicate with all of the DERs on the Microgrid, to maintain a constant power flow at the Point of Common Coupling (PCC). The amount of power dispatched will be set either on a contracted value or optimized based on the dynamic price of electricity.

This report identifies and analyzes the main difficulties to perform a coordinated behavior of the whole protection system, for faults in the medium voltage (MV) network, and especially in case of internal faults to the microgrid. In order to face up to bidirectional power flows caused by the high number of distributed generators, and in order to clear properly internal faults in the microgrid when it’s operating in islanded mode, new protection schemes becomes necessary.

The compromise between security and cost entails some restrictions when solutions are implemented, due to the fact that complex and expensive protection systems will not be economically feasible applied to the low voltage (LV) network. This report proposes solutions based on simple protection functions supported by means the massive use of IED’s communications.

Communications provide new opportunities to share data between the components of the microgrid (generators, storage systems and loads) in real time, and also with the protection system in MV. In this way it’s achieved an optimization on microgrid’s operation, clearing selectively internal faults, and enabling system restoration schemes to return to normal operation conditions.
Centralized and de-centralized communications architectures are compared, highlighting their advantages and disadvantages. Protocols are also object of this analysis, because not all of them are suitable for both architectures. In order to get maximum benefit for the consumers and for the network, a perfect coordination between the microgrid and MV network is a must. Applied this requirement to protection field, we need to design systems that guarantee quality of service not only during normal operation conditions but also during contingencies inside and outside the microgrid.

4.2 Protection Challenges

Basically, a microgrid can operate connected to the MV network or islanded from it. And it becomes essential to protect it on both operation modes against any type of fault, faults happening in MV distribution network and also the ones inside the microgrid. Considering current protection systems in distribution, designed for radial architectures with unidirectional power flows, based usually on fuses and current limiters to face faults, the protection of a microgrid brings new technical challenges. The most significant determining factors are enumerated below:

- Structural changes on distribution networks: the presence of generation capacity on MV network and also on LV network entails that power flows are bi-directional.
- Two potential operation modes: connected to MV network or islanded mode.
- Topological changes within the microgrids due to connections and disconnections of generators, storage systems and loads.
- Intrinsic intermittency of some of the generation resources, basically renewable ones, like photovoltaic, wind farms and domestic wind mills, the one extracted from sea waves and tides, and so on.
- Presence of generation and storage technologies that connects to the LV network by means of power electronic devices, basically DC/AC inverters. The capacity of these inverters to generate short circuit current is very limited, not being able to produce more than 1.2 to 2 times the generator rated current in case of a fault. These figures contrast with much higher values provided by conventional synchronous generators.
- Reduction of times allowed to clear faults in the MV network and also in the LV network in order to keep safe microgrids’ stability.

The target is to maintain the microgrid’s security and stability on both operation modes, connected or islanded. At this time, by security reasons, microgrids are not allowed to operate on islanded mode, but in the future this mode will probably be permitted due to the benefits that can provide. And
certainly, islanded mode operation entails the biggest difficulties when a microgrid’s protection system has to be designed.

New advanced protection schemes are becoming essential, capable of adapting to variable configurations and conditions on the microgrid and even on the distribution network. It can be stated that protection devices will become indispensable part of the distribution automation. Problems those in the past were only relevant for transmission systems, like stability and frequency control, now are becoming relevant also for distribution systems.

Bi-directionality of power flow requires more complex protections, at least they should be directional. But the main central issue with regard to the protection of a microgrid is, for internal faults, the variability of short-circuit currents depending on the current configuration. This phenomenon is particularly significant when operating in islanded mode.

![Figure 1. Faults in distribution network and in the microgrid](image)

Basically, the ideal microgrid’s protection system must react properly for faults in MV network and also for internal faults. Below there is an analysis of the cases to be faced:

When microgrid is connected to the distribution network, either for internal or external faults, high enough short-circuit current is guaranteed to detect it quickly.

For instance, if an external fault like **F1** or **F2** happens, MV protection system will be in charge of separating as soon as possible the microgrid from the MV network opening CB2 circuit breaker. In principle, there shouldn’t be any technical problem to do it due to the high short circuit current
provided by the distribution network. Besides, microgrid could continue operating in islanded mode in case of existing a balance between load and generation/storage. If MV protection system doesn’t act adequately, microgrid’s protections will have to trip CB3 circuit breaker, with the risk of sensitivity problems if generated by the microgrid short circuit current is too low.

In case of an internal fault in a microgrid’s feeder operating in “connected mode”, like the one represented by F3 or F4, MV network will provide high short circuit current and a directional protections will be able to clear it easily. Nevertheless, sensitivity problems can happen again due to the low contribution of microgrid’s generators to the fault. This problem can be solved by means of transferring trips to the corresponding SWi switches.

But the big challenges arise when faults like F3 or F4 happen and microgrid is exploited in islanded mode. The lack of contribution from the side of MV network for internal faults means a drastic reduction of short circuit current, especially if there is no synchronous generator. This factor affects protection devices in terms of sensitivity. As it was mentioned before, generators connected to the LV network through inverters, through power electronics, are unable to feed the fault with short circuit currents much higher than the rated current. This circumstance makes very difficult to set i.e. overcurrent units, because their pick-up settings should be very little greater than the maximum load.

To make it even more complex, microgrid’s operating conditions are very variable and difficultly controllable, what implies that short circuit current will be also variable. Regarding this subject renewable energies have the biggest impact, because these sources depend on the wind, the sun and the tides, absolutely not controllable. There is also a periodic variation of loads. And finally, changes in the microgrid’s topology of need also to be considered, where generators and storage devices can be on or off, available or not, due to many reasons (losses minimization, cost-efficiency reasons, maintenance, and so on).

Considering all these possible operation conditions, a generic overcurrent protection with a single setting group will not be able to guarantee selective trips for all type of faults that can happen. Microgrid will not need complex or new protection functions but an adaptive protection system.

4.3 Microgrid Simulation Model for Test Purposes

A computer-simulated model of a microgrid has been developed to carry out tests in order to get data and check the validity of the proposed solutions. The microgrid model was developed using the PSCAD programme version 4.2., and it corresponds to a “domotic house” existing in a Spanish province, namely Alava.

The figure below shows the single line diagram corresponding to the electrical installation and all its elements.
The aim of this simulation is, basically, the validation of the new protection principles that will be described in the following sections. It’s analyzed the behaviour of different types of generators and a storage system based on batteries for different faults, and their interaction with the distribution network.

This model contains two generation devices, an electric generator based on a Stirling motor (5kW), a micro-turbine (10kW), and a set of PV panels (1.8kW). On the other hand, as storage system there is a dynamic voltage restorer (DVR) based on batteries.

And there are also a number of loads connected to the microgrid. These loads are divided into the following groups: lift, fancoil network, house and multiuse.
4.4 Tests Description

The tests have been divided into two main groups. During the initial phase, the aim has been to study the distribution of power between the different elements of the system, placing special emphasis on the transients generated as the result of the connection and disconnection of the various power sources, as well as the loads to which the microgrid is subjected. In these cases, the aim was to study the behaviour of the models simulated so that they could be validated.

During the second phase, tests have focused on the simulation of faults either in the distribution network or within the microgrid. Basically the objective was to quantify the value of short-circuit currents for both types of faults in order to validate the adaptive methods proposed to protect the microgrid.

To this ends, two different scenarios were established: one in which the microgrid was connected to the distribution network, and one in which the microgrid was disconnected (islanded mode).

4.5 Innovative Protection Methods

4.5.1 Adaptive Protection Systems

Obviously, the availability of more powerful inverters, in terms of capacity to provide higher short-circuit currents, would be a substantial advance. This improvement will arrive sooner or later, but in the meantime we need solutions that nowadays technology allows and that are cost-efficient.

Basically, the basic technical requirements to implement an adaptive protection system are the following:

- Utilization of numerical relays (IEDs) instead of, i.e., traditional fuses. Type of protection and control functions are slightly out of scope of this analysis, because this study is focus on the conceptual design of the system as a whole. Nevertheless, it’s worth pointing out that most probably
functions different from the ones used in HV and MV substations are not necessary. On the other hand, perhaps a simple overcurrent function is not enough, being necessary at least a directional overcurrent function to deal with bi-directional power flows.

- Availability within those IEDs of more than one “setting group” and/or multiple instances of the same function. These setting groups or instances of the same function need to be activated or deactivated locally or remotely, manually or automatically.
- A communications system between IEDs. With regard to this requirement, options are numerous, for protocols and also for architectures and physical layers. Each alternative offers advantages and disadvantages, but we’ll focus on alternatives in terms of decision making, basically centralized systems or de-centralized systems where each IED takes its own decisions.

Protection and control functions will work properly to protect a microgrid if IEDs are able to get in real-time microgrid’s topological information, data about generators on or off, about the status of storage systems, and even about number and size of loads connected within the microgrid. These conditions have to be checked continuously in order to guarantee that settings are suitable for each microgrid’s configuration. This is the concept of an Adaptive Protection System.

### 4.5.2 IED’s Requirements

Nowadays, all protection and control devices that utilities install in EHV, HV and MV substations use numerical technology. These devices are called IEDs (Intelligent Electronic Devices).

Regarding MV/LV substations and LV distribution networks, they are living a process of deep changes to become part of the Smart Grids. Smart Grids require intelligent systems, therefore LV network needs to become more intelligent than today. So it’s absolutely reasonable to think that, for example, fuses will be substituted progressively by more capable and smarter devices, like switches or breakers with numerical modules or relays (IEDs).

Concerning the IED’s requirements to protect a microgrid, basically there is no special innovation. Same technologies and similar functions than in HV substations have to be applied: overcurrent functions, directional OC functions, voltage and frequency functions, breaker failure, directional interlock logics, and so on. Detection of islanding situation is an essential function, and it will be stated below, but this functionality also can be covered with standard functions like the ones mentioned before. Besides, communication protocols and standards used in HV/MV network can be applied directly to the microgrids.

Perhaps the novelty or innovation will be in providing very cost-efficient protection systems, because the scale of microgrid’s generators and network obliges to scale down the cost of systems designed for HV/MV substations.
Very specialized relays are necessary. Specialized in terms of being as simple as possible to reduce the cost, but powerful in terms of adaptability to the microgrid by means of multiple setting groups, multiple instances of the same protection unit, and communication capacities.

### 4.5.3 Calculation of Protection Settings

The concept of adaptability for the microgrid’s protection system is based in the necessity of having available different settings according to the various microgrid’s operation modes. These operation modes change dynamically, so settings need to change dynamically too.

The availability of different settings in an IED can be solved in different ways, like having several setting groups or many instances of a protection function, in both cases external signals will trigger the change of setting group or the activation/de-activation of protection function instances.

But a tricky point is how to determine the settings for each operation mode. This problem can be faced basically in two ways that are discussed below:

- Calculating settings on-line, dynamically according with microgrid’s current electrical model.
- Pre-calculating protection settings off-line, defining a possible cases table and analyzing them in the configuration phase.

#### 4.5.3.1 On-line Calculation

On-line calculation requires a computer executing simulations for faults in different points within the microgrid as soon as a change in the microgrid’s topology or generation/storage is detected. This system needs microgrid’s electrical model and a real-time simulator; first need is not always available but it’s feasible to have it, nevertheless second need can result quite expensive, entering in contradiction with the cost-effectiveness required.

In case the cost of the system proves to be cheap enough, there are still some inconveniences. Once system notices about a change in the microgrid, all settings for the IEDs need to be re-calculated; this fact means that at least part of the relays will change of parameterization, and probably those relays will have never been tested with such settings. In addition to that, time needed to execute the simulations involves a delay that has to be considered, because it’s a period during which IEDs might be operating with unsuitable settings.

The possibility of including the electrical model in each IED is actually not feasible. Processing power needed to simulate network behavior during short-circuits is over the capabilities of IEDs, at least fulfilling the cost-effectiveness principle.

#### 4.5.3.2 Off-line Calculation
Off-line calculation is based on the identification of feasible operating conditions of microgrid. The first step is the identification of the number of microgrid’s possible configurations, mainly dependent on the number of circuit breakers or switches, and generators/storage systems on or off. After the simplification of this set of different operating conditions, a new set of test cases is obtained. And based on this simplified set of cases, having the electrical model of the microgrid, all possible faults have to be simulated taking into consideration types of fault and points of occurrence. As result of simulations, in the stage of system parameterization, a list of actions per IED is obtained. These actions can be basically changes of settings (pickups, delays), units activations/de-activations or even changes of complete setting groups.

The application of this method requires IEDs with multiple setting groups and units, but the complexity falls on the configuration stage. Afterwards, neither IEDs nor any external system need to execute complex calculations to determine the suitable settings. Another great advantage is that user knows in advance all settings to be configured in the IEDs, and therefore all of them can be tested during the commissioning of microgrid’s protection system. This method can be used over any communications architecture, either a centralized one or a decentralized architecture.

The main problem of this method is that the list of actions can be huge when the microgrid is big. Without any simplification, the maximum number of cases in the list of actions is $2^i$, where “$i$” is the number of switching devices in the microgrid. Therefore, in big microgrids, the number of cases can be very cumbersome. One possible solution is the partition of the microgrid into smaller pieces, working with the concept of multi-microgrids.

### 4.5.4 Communications Architectures and Protocols

The implementation of an adaptive protection system requires that IEDs communicate between them or with a central element. By means of the communications, IEDs can provide and receive information about the topology of the microgrid, about the status of generators, storage systems and loads, and even commands to execute an action.

We’ll focus on the application of pre-calculated protection settings, and it is analyzed how to deploy it with centralized and decentralized communications architecture.

It’s convenient to define what a centralized architecture is and what a de-centralized architecture means. So, below both architectures are analyzed.

#### 4.5.4.1 Centralized Architecture

It’s is the most conventional communication scheme, and an example can be seen below in figure 5. There is a central element, called MGCC (Microgrid System Central Controller) that takes decisions
over protection IEDs. These IEDs are identified as MC (Microgenerator Controller) and LC (Load Controller), and they need to have different settings for different operation circumstances. This architecture is supported by many communication protocols, being the most common ones within electricity sector the following: MODBUS, DNP3, PROCOME, IEC 870-5-101/104, CAN BUS or IEC 61850.

4.5.4.2 De-centralized Architecture

This is not a so conventional communication scheme, and an example can be seen below in figure 6. Within this architecture a central device like MGCC is not necessary, intelligence is distributed between IEDs themselves. Every IED, with the information received from other IEDs, is autonomous in order to change its own settings or setting groups.

This architecture is only feasible when communication protocol allows establish direct communication between the IEDs, substituting hardwired connections between the relays. Concerning standard protocols basically there are two options, IEC 61850 and BUS CAN.

4.5.4.3 Physical Layer

The centralized architecture can be deployed with serial communications, bus communications, over PLC and even on an ETHERNET network.
However, a decentralized architecture needs to be implemented over a bus or an ETHERNET network, although with the suitable bandwidth will could also be implemented over PLC.

![De-centralized communication system on a microgrid](image)

**Figure 6. De-centralized communication system on a microgrid**

### 4.5.4.4 Advantages and Disadvantages

The most significant advantage of a **centralized architecture** is that local devices (MC and LC) don’t take decisions, and therefore are simpler. The effort of data processing falls on the central device (MGCC), the one that will decide based on data provided by the local devices.

For example, to implement an adaptive protection system, table of actions is solely within MGCC, which will receive the status of all the switching devices and generators/storage systems/loads from local devices (MC/LC). MGCC will send commands to IEDs (MC/LC) and will change their settings.

The main disadvantage of a centralized architecture is very well-known, the dependence on the central device (MGCC). A failure in this central element means the whole lost of the adaptive protection system.

Concerning the de-centralized architecture, it’s just the opposite. The great advantage is the no dependence on only one device so that system continues working. And its biggest disadvantage is the requirement of more capacity of local devices (MC/LC), because each one will have its own actions list in order to adapt autonomously to microgrid’s conditions.
4.5.5 IEC 61850. Application of Communications between Smart IEDs

Within the range of protocols that enable a protection system become adaptive, it’s obligatory highlight the standard IEC 61850.

Smart Grids are been developed on the basis of communications, and specially making use of standard protocols. IEC 61850 is not a protocol but a standard, and it’s unavoidably the future in communications systems for the power system.

Its main disadvantage is that it requires an ETHERNET network to work. Today ETHERNET is a technology very common, but it still means an extra cost and a technical complexity in LV installations. In fact, in rural areas for example it’s not always available and it’s expensive to bring it. And in addition to this, it’s an added complexity for people in charge of the maintenance, for instance; this people work more comfortable with hardwired systems than with data travelling through the network.

Its use implies a lot of advantages:

- This standard can be applied to every type of electrical installation. It’s able to functionally cover any application.
- IEC 61850 standard guarantees interoperability between devices from different manufacturers.
- It standardizes data models and protocol (MMS).
- It simplifies the engineering process and IEDs configuration.
- It provides a high scalability to the microgrids, because characteristics as interoperability, engineering definition and communication services enable the growth of the microgrid along the time.
- The performance that provides this standard is higher indeed than with other protocols. First, we can forget cables not used for communications; everything can be solved over the network.

This standard has communication services to do usual operations in the world of electrical installations, like change of settings and setting groups, report of information, commands, and so on. But there is a service that is remarkable, GOOSE service. The GOOSE service makes possible direct information exchange between IEDs, accepting any type of data (single signals, double signals, measurements,…), guarantying that is transmitted in less than 3 ms (faster than a cable between digital outputs and inputs), and that is always available because is retransmitted indefinitely. It’s a multi-master system that offers the higher reliability. See figure 7.

Obviously, applying GOOSE messages to communicate IEDs within the microgrid, we have a very valuable tool to adapt their configurations to any operation scenario. All IEDs could receive data from the others very rapidly, so the reconfiguration process would be also very fast.

In figure 8, there is an example of how GOOSE can be used in a microgrid. In this case, protection IED in the LV side of distribution transformer is publishing a signal to block the trip of protection
IEDs within the microgrid in bays 1A, 1B, 1C and 1D. Protection IEDs on those bays need only to subscribe to that GOOSE message and then blocking scheme is effective.

GOOSE messages can be used to inform other IEDs about topology changes (i.e. from connected mode to islanded mode), to implement protection schemes (like the one in figure 8), to execute commands, to change active setting group, and so on.

Afterwards, for example in the case of topology changes, IEDs will have to react i.e. changing their settings.

Figure 7. GOOSE service diagram

Figure 8. Blocking scheme for faults out of microgrid

4.5.6 IEC 61850, a Cost-efficient Solution
An adaptive protection system as the one designed according to IEC 61850 standard requires a higher investment than a traditional system for Low Voltage, based on fuses and current limiters. However, a microgrid could not be feasible without an adaptive protection system. A cost-benefit study would have to consider many benefits, also the financial ones, which a microgrid is able to provide. Besides, the technology to be used is not new, its maturity and its level of deployment on higher voltage levels make it affordable.

The cost of IEDs has been decreasing since numerical technology was born more than 15 years ago. Today it’s possible to find multi-function relays designed for industrial environments with a very cheap price.

Perhaps one of the main concerns at the time of considering IEC 61850 as a solution is the cost of the network, specially the cost of devices that were not necessary before, the “switches”.

Switches allow organizing the traffic within the network, taking into consideration several parameters like the priority of a message, or managing VLANs not to mix different traffics. Switches are necessary, but it’s possible to have cheaper architectures by means the integration of these switches within IEDs. Integration means cost reduction, although obviously involves also some lost. In figure 9, it can be seen an ETHERNET network done with a simple ring of switches topology. And in figure 10, there is an example with switches integrated within the IED.

![Figure 9. ETHERNET network topology. Simple ring of switches](image)
The implementation of an ETHERNET network as a single ring of IEDs with integrated switches is a very good solution in order to make the microgrid as cheap as possible but with very good performance.

### 4.6 IEC 61850. More Value for DER in Distribution System

The starting point is that DER is the basic element in every microgrid. DER can be a contributor to meeting the energy delivery requirements of an electric utility. In many situations, the incremental cost per kWh of the energy will limit the use of DER to peak periods when lower cost energy is not available from other sources, or to emergency situations in which there is no alternative. DER use for emergency power supply could be taken one step beyond meeting the needs of an individual customer’s load by intentional islanding of distribution circuits via active distribution management in which the demand and DER in a given circuit or group of circuits can be aligned with each other, and the circuit or circuits can then be islanded to operate in stand-alone mode during emergencies. This is basically the concept of a microgrid.

In addition to that, local emissions may also limit what can be done with DER. Diesel-engine generators can be limited to a very small number of hours of run time per year and therefore may only be used for emergency power supply. Renewable-based DER are intermittently available depending on the resource availability and are usually run to capture the resource whenever it is available, which reduces the consumption from fuel-burning alternatives.

Another use of DER may be, for instance, to contribute to the volt/VAR management in distribution operations. With proper design, a coordinated operation could improve voltage profiles and reduce
electrical losses in distribution circuits. These system support options are referred to as “ancillary services”.

For all these system support functions, the distribution system protection and control capabilities will need to be aligned with these modes of operation.

To improve the viability and use of DER in these support functions, an easy, cost-effective and seamless communication system for integrating the DER into active distribution system management and control is needed. DER is one of the active components in a distribution system that must be made interoperable with other active components (switchgear, capacitor banks, etc.), which are using IEC 61850 more and more to execute their functions. Therefore, IEC 61850 includes DER as part of the body of standards. And as a natural consequence, microgrid’s protection systems should be use this communication standard.

### 4.6.1 DER’s Communication Systems

The communication systems for DER shouldn’t be something unto themselves, but rather a part of the overall communication infrastructure for distribution system operations. IEC Standard 61850, Part 7-420 has been under development for the past few years and has now reached the point of Final Draft International Standard (FDIS). Hopefully, it will be released by IEC in the coming year 2010. The information models provide standardized names and structure for the data that is exchanged with the DER devices, and take advantage of the protection and control logical nodes defined for substations. This document has been developed by a working group (WG 17) with participation from 12 countries. This document includes the information models for four DER types:

- Photovoltaic power systems
- Fuel cell power plants
- Reciprocating engine generator systems
- Combined heat and power systems

These four specific DER types were chosen for the normative document due to the availability of domain information at the time work was started and due to the prior existence of a standard for wind power. However, some of the logical nodes in the document are generically applicable to all types of DER. For some logical nodes, it is necessary only to refer to those that already existed in other parts of the series.

### 4.6.2 Active Distribution and DER

A power distribution system smarter requires more sophisticated management and control systems than have been in use in the past. Using more smart devices in a distribution system involves also
active distribution management and control systems to get the best of the distribution system operation. Basically, an active distribution management and control systems includes:

- The distribution monitoring system capabilities to know the active equipment (i.e. DER) state information, voltage, current, power factor, power quality, and so on.
- Data processing capabilities to handle large amounts of real-time data coming from the monitoring systems
- Simulations tools to do state estimation and support control algorithms in determining dispatch actions that are needed.
- Control systems, including control algorithms to dispatch the active components and achieve the desired distribution management functions in real-time distribution operations.

The IEC 61850 standards are needed to enable interoperability of the IEDs in the distribution system with active distribution management and control, without excessive custom engineering in every case.

To achieve successful active distribution management with DER integration, the DER object models do not need to be installed in the DER devices themselves. It may be easier to install them at the local control and protection level with direct links to the DER devices. This approach may be particularly useful for retrofits to existing DER installations.

4.6.3 Next Steps for IEC 61850

To achieve this vision for active distribution management with fully integrated DER, the IEC 61850 series of standards is being completed.

WG 17 is being expanded to develop the object models for distribution feeder and network equipment, such as switchgear, capacitor banks, and reclosers. This will involve extensions and adaptations from the substation work and reuse of logical nodes from the substation and DER work wherever possible. WG 17 will also maintain the DER standards and add other DER types (such as storage and electric vehicle charging), as the necessary domain information becomes available.

4.7 Conclusions

It’s a fact that the main challenge of protecting a microgrid comes from the great difference between short circuit currents when microgrid is connected to the distribution network and when it’s islanded. Evolution of power electronic systems will have a big impact. These systems allow connecting some generation technologies like photovoltaic and fuel cells, but nowadays they are a handicap. Topological changes in the microgrid and variability of generation, especially with renewal resources, fall on the sensitivity and selectivity of protection relays. These phenomena are completely incontrollable.
Due to these factors, and due to the benefits microgrids provide, adaptive protection systems are considered the solution. These systems have the advantage of using very mature technologies and conventional protection functions.

Solution is open because can be implemented in different ways and with different standards, but always making use of the opportunities that offer the communication systems.

Centralized or decentralized communication architecture, both are feasible, with advantages and disadvantages. But it’s evident that standards like IEC 61850 allows point-to-point communication, enabling decentralized systems, and providing many application advantages.
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### 5 Active Islanding for SELFSYNC controlled inverters (SMA)

#### 5.1 Introduction

Islanding of a grid connected DG occurs when a section of the utility system containing such generators is disconnected from the main utility, but the independent DGs continue to energize the utility lines in the isolated section (termed as an island). In the context of Microgrids it becomes necessary to distinguish between indented and unintended islanding.

Unintended islanding is a concern primarily because it can pose a hazard to utility and customer equipment, maintenance personnel and the general public. Poor power quality can damage loads in the uncontrolled island. Another concern is the out of phase switching of the recloser. Therefore, it is necessary to detect the unintentional formation of an island at the Microgrid central switch and undertake the necessary steps to bring the Microgrid back into a controlled state.
In [MG2004] the behaviour of a SELFSYNC® [ENG03] controlled inverter during different grid faults has been investigated. It was shown that all three fault types (low impedance, overload situation, high impedance grid fault) could be handled. Further investigations of the high impedance situation have shown that the used impedance measurement device was limited in the capability of detecting the island situation in the case of presence of multiple inverters (Fig.1).

![Fig. 1: Multi inverter Microgrid](image)

Novel controller algorithms for inverters [ENG03] based on voltage and frequency droops aim to increase the stability of grids. This feature is opposed by the present requirements concerning the detection of loss of mains given in grid connection standards like VDE0126 1-1 (Germany) or UL 1741 (USA).

Conventional closed loop current controlled inverters make use of a variety of different active islanding detection schemes like frequency shifting, phase shifting etc. A further method of detecting an islanded situation is the measurement of the grid impedance at the connection point. One interesting approach to measure the impedance of a grid has been developed by partner ISET and is described in [VIO02]. The method is based on the injection of small interharmonic currents and the measurement of the resulting influence on the voltage. The impedance at the interharmonic frequencies and with an appropriate algorithm the impedance at the fundamental grid frequency can be calculated.

The original aim of the task was to join the ISET algorithm with the SELFSYNC control. The feasibility in principle has been shown in simulations, but unfortunately, after the implementation into an inverter, this method ceased to work due to higher distortion levels of the currents.

So SMA focussed on the work to find an alternative method compatible with the ISET SELFSYNC control.
5.2 SELFSYNC® - control

The SELFSYNC® - control has been developed in [ENG02] and implemented into the Sunny Island 4500 in 2002. The main advantage of this concept is the ability to form so called Microgrids of in principle “unlimited” size. During the development of its successor, the Sunny Island 5048, it has been decided to follow this concept and adopt it to the new inverter.

![Fig. 2: Basic overview of the Sunny Island 5048](image)

The main difference between the SI4500 and the SI5048 is the hardware topology. The SI5048 is based on a 50Hz transformer opposed to the HF concept of the SI4500. Taking into account that the inverter operates more or less like an ideal voltage source equipped with the SELFSYNC® droops and an additional inductor, the inverter can be represented as the following equivalent circuit.

![Fig. 3: Equivalent circuit of a SELFSYNC® inverter](image)

One can calculate the power flow while paralleling the device with a second voltage source (the grid or another SELFSYNC® inverter) according to the following equations.

![Fig. 4: Parallel operation of two inverters](image)
\[ P_1 = \frac{v_{1,rms} \cdot v_{2,rms}}{\omega N 2L} \sin \delta \]
\[ Q_1 = \frac{v_{1,rms}^2}{\omega N 2L} - \frac{v_{1,rms} \cdot v_{2,rms}}{\omega N 2L} \cos \delta \]

For small \( \delta \):
\[ P_1 \approx \frac{v_{1,rms} \cdot v_{2,rms}}{\omega N 2L} \cdot \delta \]
\[ Q_1 \approx \frac{v_{1,rms}^2}{\omega N 2L} - \frac{v_{1,rms} \cdot v_{2,rms}}{\omega N 2L} \]

The above approximation reveals, that the active power flow is mainly influenced by the angle between the voltages and the reactive power flow is mainly influenced by the difference in magnitude. This relationship can be used for a new active islanding detection method.

### 5.3 Description of the active Anti-Islanding scheme

During grid connected mode, the inverters rms voltage setpoint is being superimposed with an additional small sinusoidal signal of a specified frequency much lower than the nominal grid frequency (e.g. 1-5 Hz ). According to the equations above this modulation of the voltage leads to an exchange of reactive power with the external source (e.g. grid). This small sinusoidal reactive power exchange can be detected with an appropriate algorithm.

In case of the loss of the external source, no exchange is being detected.

Special resonant filters (VI-Filter) are matched to the frequency of the „test signal“. The 1st filter eliminates a possible bias in the external reactive power measurement. The 2nd filter is used to calculate a fictive „RMS value“ of the sinusoidal reactive power modulation. In case this value does not exceed a certain threshold, the decision module adopts the gain of the test signal automatically and after a specified time disconnects the inverter from the grid.
The above figure displays the Matlab/Stateflow graph of the decision module.

**Modelling and Simulation**

The described AID method has been modelled with the help of Matlab/Simulink. The above figure shows the integration of the two modules (signal generation and signal evaluation) into the ISET SELF SYNC algorithm. Due to the automatic code generation with Simulink Realtime workshop, the above systems can be directly transferred to C code and implemented into the real inverter.
The AID method has been tested against the standard oscillator testing procedure defined by VDE0126 1-1 and UL1741.

During this testing procedure the inverter is feeding in power. The oscillator circuit is matched in a way, that all the inverter power is taken by the RLC combination and no power is fed to the grid. Once the switch to the grid is opened (islanded situation) the inverter must detect the loss of mains and disconnect itself within a specified time (UL1741: 2s; VDE0126 1-1: 5s).

The following graph shows the simulation results:

![Graph showing simulation results](image)

The loss of mains event occurs at 5.0s. The upper plot shows the drop of the fictive “Ai rms” value calculated from the sinusoidal reactive power modulation. After the value has fallen under a limit (AI
Limit) the algorithm increases the test signals peak value and trips the breaker at after a specified time (AI Sensitivity) at 6.0 s.

**Measurements**

The algorithm has been implemented into the inverter series Sunny Island 5048 and was tested at the SMA inverter testcenter. The picture below shows one of the the automatic inverter test systems with an integrated RLC resonant circuit according to VDE0126 1-1.

![Automatic Inverter Test System](image)

![Graph](image)
The loss of mains event occurs at 94.6s. The upper plot shows the drop of the fictive “Ai rms” value calculated from the sinusoidal reactive power modulation. After the value has fallen under a limit (AI Limit) the algorithm increases the test signals peak value and trips the breaker at after a specified time (AI Sensitivity) at 96.6 s.

By varying the relevant parameters the trip time could be further shortened in order to fulfil the given requirement (2 seconds according to UL1741).

Conclusion:

- SELFSYNC control successfully transferred to the SI5048
- Enhanced by a scalable AID method
- In combination with a „Grid-connection box“ certified according to VDE 0126 1-1
- For SI5048U certified according to UL
- Patent currently under application

5.4 References


6 **EMTP application for investigating the performance of LV earthing systems under impulse excitation (NTUA)**

6.1 **Introduction**

The penetration of distributed generation (DG) at medium and low voltages (MV and LV), both in utility networks and downstream of the meter, is increasing in developed countries worldwide. MicroGrids are attracting substantial interest because they have the potential to increase the use of renewable generation contributing substantially to the reduction of carbon emissions, and to the commitments of most developed countries to meet their greenhouse gas emissions reduction targets (typically based on the Kyoto Protocol). Also, the presence of generation close to demand can increase the power quality and reliability (PQR) of electricity delivered to sensitive end users.

A MicroGrid should achieve the same level of safety as any other conventional distribution system. Safety criteria involve the calculated touch and step voltages in case of fault and the transient ground potential rise (GPR) in case of lightning strike. Different practices for neutral earthing in the low-voltage distribution system have effect on the relative dispersion of fault or lightning current that seeks the path of minimum impedance to earth. Today, two approaches are well entrenched in their respective territories, the so-called TN system and TT system where the difference lies in the mode of earthing the neutral, while the IT scheme is applied in private installations with increased continuity of supply requirements.

The analysis of the earthing requirements and protection implications of the micro grids necessitates the use of suitable modeling and simulation tools. One appropriate package for this purpose is EMTP, which is extensively used for the analysis of power systems and networks of all voltage levels, primarily for the study of fast electromagnetic transients. EMTP can provide a simulation platform with proven accuracy and more than adequate modeling capabilities of the various system elements and network topologies. The potential of utilizing EMTP for the analysis of microgrid earthing and protection issues has been explored by ICCS/NTUA within WPE [1][5] focusing mainly on a fault situation. The objective of this step is to explore the performance of earthing systems under lightning impulse. The safety criterion is the transient touch, step voltages and the ground potential rise (GPR). The realistic study case LV network elaborated by ICCS/NTUA [3] is considered. The two main earthing systems considered are TN and TT, since only these are used in public distribution networks. Different soil resistivity values, protection schemes and loading conditions are considered and results are compared and discussed.
6.2 Earthing for fault and lightning protection

6.2.1 Fault Conditions

In a LV (low voltage) distribution network the major fault current contributor is the upstream distribution network while the micro-source provides a small fraction of the fault current. In a MV (medium voltage) distribution network a MV phase/frame fault or a fault between MV and LV windings may present a risk for equipment and for the users of the LV network. MV and LV earth connections are usually separated, but if all the earth connections are grouped into a single one, a dangerous rise in potential of LV frames is possible. In general the neutral is not distributed and there is no protective conductor (PE) in the MV network or between the MV load and substation. MV Phase/earth fault generates single-phase short circuit current limited by earth connection resistance and other impedances, if any. The proposed protection guidelines for a MicroGrid ensure that the source earth at the distribution transformer would not be lost in any event. Consequently the micro-sources could be operated safely even without earthing their neutral points locally. Protective earthing of the micro-sources is achieved by connecting the generator frame and all conductive parts to a main earthing terminal.

6.2.2 Lightning strike

In many cases met in practice the high altitude where a microgrid is installed in addition to a high ground flash density, makes the system vulnerable to lighting flashes. The lightning current is seeking the path of the least impedance to earth. Previous research [6] and International standards suggest that in case of a direct lightning strike on a building, high energy lightning currents may flow through the electrical installations that equip the building. Depending on the earthing type of the low voltage distribution system that connects the building with the electricity supply (i.e. TN S, TN CS or TT), the expected overvoltages and lightning/surge currents may vary.

Inside the customer premises all the earthed parts including the electrical protective earth (PE) and the lightning protection earthing system (LPS) have a common reference point. This reference point may be for example a potential equalization-bonding bar or similar providing that it has one or more short connections to the LPS earthing system. The purpose of installing surge protective devices (SPDs) is to provide equipotential bonding during transient conditions between live and earthed parts of the electrical system and equipment and therefore to protect it from undesired transient overvoltages and to divert lightning current to the ground. When lightning strikes the external LPS of a building, the local rises in potential cause a high potential difference between conductors or components connected to it and others that are not referenced to it. By providing equipotential bonding between earthed and live conductors through SPDs this high potential difference can be
reduced. But due to the conduction of the SPDs, partial lightning current flows through them towards the transformer site via the phase and the neutral conductors.

For primary protection and in order to fulfill the current testing requirements of IEC 61643-1 Class I [8], the main SPD design should be based on spark gaps since common varistor technology cannot, yet, cope with the energy that the above standard recommends for Class I testing method. The selection of the SPD depends on the expected lightning current that it should discharge and on the overvoltage category of the equipment that is to be protected. Knowing the overvoltage category the selected SPDs should have a lower voltage protection level in order to provide sufficient surge overvoltage protection. The SPDs used in the modeled case study systems here, are selected according to the IEC international standards [8].

6.3 Application to realistic study case network

6.3.1 Description of the study case network

In Fig. 1 the LV study case network considered is illustrated. Details of the network are given in [3].

Figure 1. One line diagram of the LV network used for simulations
Assuming a lightning strike to the installation, the GPR will be raised locally if the TT earthing system is used because all the injected current and energy will be dispersed via the nearest earthing resistance. A brief estimation of the GPR is then possible considering the lightning current amplitude and local earthing resistance. On the contrary, when the TN earthing system is installed, GPR can not be easily estimated, making necessary the use of EMTP or other sophisticated program. Emphasis here is given to the TN earthing system. The customer connection arrangement is shown in figure 3.

For primary protection and in order to fulfil the current testing requirements of IEC 61643-1 Class I [8], the main SPD design should be based on spark gaps since common varistor technology cannot yet cope with the energy that the above standard recommends for Class I testing method. The selection of the SPD depends on the expected lightning current that it should discharge and on the overvoltage category of the equipment that is to be protected. Knowing the overvoltage category the selected SPDs should have a lower voltage protection level in order to provide sufficient surge overvoltage protection.

For the case studies only the origin of the electrical installation is taken into consideration. Equipment at the origin of the installation according to IEC 60364-4-44 may be classified in overvoltage category IV and for 230-400V systems the required impulse withstand voltage level is 6kV. Therefore the upstream SPDs should provide a voltage protection level of less or equal to 6kV. Model of the SPD is

<table>
<thead>
<tr>
<th>Line type</th>
<th>R  (Ω/km)</th>
<th>X  (Ω/km)</th>
<th>R_a (Ω/km)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overhead - Twisted cable 4x120 mm² Al</td>
<td>0.284</td>
<td>0.063</td>
<td>0.284</td>
</tr>
<tr>
<td>Overhead - Twisted cable 3x70 mm² Al + 54.6 mm² AAAC</td>
<td>0.497</td>
<td>0.100</td>
<td>0.630</td>
</tr>
<tr>
<td>Overhead – Conductors 4x50 mm² Al</td>
<td>0.397</td>
<td>0.279</td>
<td></td>
</tr>
<tr>
<td>Overhead – Conductors 4x35 mm² Al</td>
<td>0.574</td>
<td>0.294</td>
<td></td>
</tr>
<tr>
<td>Overhead – Conductors 4x16 mm² Al</td>
<td>1.218</td>
<td>0.316</td>
<td></td>
</tr>
<tr>
<td>Underground – XLPE cable 3x150 mm² Al + 50 mm² Cu</td>
<td>0.264</td>
<td>0.071</td>
<td>0.387</td>
</tr>
<tr>
<td>Connection - Cable 4x6 mm² Cu</td>
<td>3.410</td>
<td>0.094</td>
<td></td>
</tr>
<tr>
<td>Connection - Cable 4x16 mm² Cu</td>
<td>1.380</td>
<td>0.085</td>
<td></td>
</tr>
<tr>
<td>Connection - Cable 4x25 mm² Cu</td>
<td>0.870</td>
<td>0.083</td>
<td></td>
</tr>
<tr>
<td>Connection - Cable 3x30 mm² Al + 35 mm² Cu</td>
<td>0.462</td>
<td>0.077</td>
<td>0.526</td>
</tr>
<tr>
<td>Connection - Cable 3x95 mm² Al + 35 mm² Cu</td>
<td>0.410</td>
<td>0.071</td>
<td>0.524</td>
</tr>
</tbody>
</table>

Figure 2. Line parameter values of the LV network used for simulations

Figure 3. Customer connection arrangements.
the nonlinear current-dependent resistor of TYPE 99. The points entered on the current/voltage characteristic shown in figure 4 are given in Table 1.

<table>
<thead>
<tr>
<th>I (A)</th>
<th>U (V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.001</td>
<td>455.3137</td>
</tr>
<tr>
<td>0.1</td>
<td>980.1992</td>
</tr>
<tr>
<td>1.</td>
<td>1438.124</td>
</tr>
<tr>
<td>10.</td>
<td>2110.044</td>
</tr>
<tr>
<td>100.</td>
<td>3095.898</td>
</tr>
<tr>
<td>1.E3</td>
<td>4542.363</td>
</tr>
<tr>
<td>1800.</td>
<td>5009.375</td>
</tr>
<tr>
<td>2.E3</td>
<td>5098.025</td>
</tr>
<tr>
<td>2500.</td>
<td>5290.99</td>
</tr>
</tbody>
</table>

Table 1.

In the analysed study cases the effect of loading conditions, protection scheme, soil resistivity and lightning attachment point is exploited.

6.3.2 Calculation results

6.3.2.1 Comparison of the results for various load conditions and protection schemes.

Firstly, full load conditions and SPDs installed at each load connection point are considered. Network topology is shown in figure A1 of appendix. In figures 5 and 6 phase A to neutral voltages at various nodes of the circuit and currents through phase A SPDs at various nodes of the circuit are shown.
Next, the load of the overall system is reduced to 20% while SPDs are installed at each load connection point. Network topology is shown in figure A1 of appendix. In figures 7 and 8 phase A to neutral voltages at various nodes of the circuit and currents through phase A SPDs at various nodes of the circuit are shown.

Figure 7. Phase A to neutral voltages at various nodes of the circuit

Figure 8. Currents through phase A SPDs at various nodes of the circuit

Considering 100% load and only one SPD at load 2 the network topology is as shown in figure A2 in appendix. In figures 9 and 10 phase A to neutral voltages at various nodes of the circuit and currents through phase A SPD at node 2 are shown.

Figure 9. Phase A to neutral voltages at various nodes of the circuit

Figure 10. Currents through phase A SPD at node 2

Next, the load of the overall system is reduced to 20% load and there is only one SPD at load 2. The network topology is as shown in figure A2 in appendix. In figures 11 and 12 phase A to neutral voltages at various nodes of the circuit and currents through phase A SPD at node 2 are shown.
Considering 100% load and no SPDs, the network topology is as shown in figure A3 in the appendix. In figure 13 phase A to neutral voltages at various nodes of the circuit are shown.

Next, the load of the overall system is reduced to 20% and there are no SPDs installed. The network topology is as shown in figure A3 in the appendix. In figure 14 phase A to neutral voltages at various nodes of the circuit are shown.
Considering, full load conditions and SPDs installed at every load connection the network topology is as shown in figure A1 of appendix. Grounding resistances are equal to 1Ω everywhere in the network in order to represent low soil resistivity conditions. In figures 15 and 16 phase A to neutral voltages at various nodes of the circuit and currents through phase A SPDs at various nodes of the circuit are shown.

Next, full load conditions, low soil resistivity and only one SPD installed at load 2 are considered. The network topology is as shown in figure A2 of appendix. In figures 16 and 17 phase A to neutral voltages at various nodes of the circuit and currents through phase A SPDs at node 2 are shown.
Next, full load conditions, low soil resistivity and none of the SPDs are considered. The network topology is as shown in figure A3 of appendix. In figure 19 phase A to neutral voltages at various nodes of the circuit are shown.

Further analysis involves the investigation of the response of the system when lightning hits phase-A conductor. Considering full load conditions and SPDs installed at every load connection point the network topology is as shown in figure A4. In figures 20 and 21 phase A to neutral voltages at various nodes of the circuit and currents through phase A SPDs at various nodes of the circuit are shown.
Next, only one SPD at load 2 connection is considered, while lightning hits phase-A conductor. Network topology is as shown in figure A5. At full load conditions, phase A to neutral voltages at various nodes of the circuit and currents through phase A SPD at node 2 are shown in figures 22 and 23.

If none of the SPDs is considered, while lightning hits phase-A conductor the network topology is as shown in figure A6. At full load conditions, phase A to neutral voltages at various nodes of the circuit are shown in figure 24.
6.4Discussion of the results

The TN earthing system provides low impedance return path for faults or lightning currents in the LV grid, because the resistance of the PEN conductor is generally low. TN systems have the advantage that in case of fault events or lightning strikes, the touch and step voltages as well as the transient ground potential rise (GPR) are generally smaller than in TT systems. This is due to the voltage drop in the phase conductor and the lower impedance of the PEN conductor compared with the consumer installation earthing resistance in TT systems. Additionally, TN systems can be operated with simple over current protection, which ensures the disconnection of a fault. However, faults in the electrical network at a higher voltage level may migrate into the LV grid causing high touch voltages at LV premises. Moreover, if network modifications occur, the protection scheme may need to be adapted following the fault loop impedance changes. In the TT system, faults in the LV and MV grid do not migrate to other customers in the LV grid and earthing of the installation is simpler and the easiest to implement.

An insight into the results of simulations in figures 5 to 24 shows that phase A to neutral voltages at various nodes of the circuit are oscillating mainly at the kHz frequency range. These oscillations are due to propagation and reflection of travelling waves along the conductors of the system. In all cases it can be observed that voltages attenuate faster when one or all the SPDs are installed in the system.

Without substantial connected loads in the system, the surges appearing at the lightning attachment point would propagate along the circuits with very little attenuation. Comparing the results in figures 5 and 7 very small differences can be observed when the load of the system is reduced to 20%. Consequently the concept that surge voltages decrease from the service entrance to the outlets could be misleading for a lightly loaded system, the protection scheme of which should be based on the propagation of unattenuated voltages [7].
Low soil resistivity values or low earthing resistances along the network contribute significantly in lowering transient voltages and currents.

When lightning hits phase A conductor, voltages along the network are comparable to those when lightning is injected in PEN provided that SPDs are used, while currents through phase A SPD are much larger.

Surge protecting devices (SPDs) provide the intended protection and lower the observed overvoltages along the network. The effect of installation of surge protectors is a smaller reduction of overvoltages when in low soil resistivity than in case of high soil resistivity. Application of surge protectors is necessary when lightning hits the phase conductor in order to reduce attenuation time and amplitude of high transient overvoltages.

The current flowing through the PEN conductor in all cases is higher than the current flowing through the phases where it is limited due to the transformer inductance.

From the study cases presented in the previous sections it is deduced that EMTP can be easily applied to the study of the microgrid earthing systems. It can easily represent the complexity of actual networks with sufficient detail and accuracy, while the simulation times required are not prohibitive at all.

### 6.5 Conclusions

TN system earthing with a multi-grounded neutral is preferable to the TT system for fault protection. The isolated operation of a microgrid does not pose any exceptional requirements on the earthing arrangements of microsources and consumer premises. Lightning behaviour of the microgrid LV network varies with system characteristics and protection scheme. SPDs should be included in the protection scheme of the system. Accurate network models can be used with EMTP for the study of the microgrid earthing systems.

### 6.6 References


6.7 Appendix

The network topology of all the cases examined in paragraph 3 is modeled in ATPDraw as it is shown in figures A1. to A6.

[Image A1. TN with a multi-grounded neutral - All SPDs]

[Image A2. TN with a multi-grounded neutral – SPDs only at 2]
Figure A3. TN with a multi-grounded neutral - None of the SPDs installed

Figure A4. TN with a multi-grounded neutral - All SPDs – Lightning hits phase conductor
7 Grounding System Analysis of Multiple Microgrids (University of Manchester)

7.1 Introduction

Electrical safety of a Microgrid is a vital operational requirement. A Microgrid’s Earthing and protection are critical. The goal of this study is to investigate the earthing system of multiple Microgrids and explore the fault currents for different fault scenarios of multiple Microgrids.
A Microgrid will be subject to the same safety requirement as a conventional utility electric power system. Previous studies have explored the earthing requirements and fault currents for a single Microgrid [1]. In this study, the earthing requirement is revisited. A grounding system has been chosen for multiple Microgrids, and its electrical safety is analysed by calculating step and touch potentials.

In this report, Models of Microgrids, which are used in this study, are first presented. The methodology is described for grounding system analysis. The results of fault current distribution are analysed. An earthing system is presented and evaluated for multiple Microgrids. Finally, the conclusions are summarized.

7.2 Models of Microgrids used for calculation of fault currents and grounding system analysis

The benchmark model of a Microgrid, which is defined by the National Technical University of Athens was selected as the single Microgrid model in this study [2]. This model was chosen as the basis for fault current calculation and earthing system design. Fig. 1 shows the benchmark model. This benchmark model consists of a single radial feeder and includes all kinds of Microsources, such as photovoltaic generators, wind turbines, fuel cells and Microturbines for Micro-CHP applications. A central storage unit is desirable to accommodate islanded operation of a Microgrid. A flywheel energy storage system is used as the central storage unit in this model. The Microgrid in Fig. 1 is simplified to a Microgrid shown in Fig 2 [1], which is used in this study.

![Fig. 1 Benchmark LV single Microgrid network from NTUA](image-url)
In this study, a multi-Microgrid network as shown in Fig. 3 was used for further investigations [3]. This multiple Microgrids comprise of two Microgrids (Microgrid A and Microgrid B). In Fig. 3 the study case network may be used to simulate multiple Microgrid entities within the same LV network e.g. by considering two Microgrids, with Microturbines as Microsources. The network in Fig. 3 can be applied to simulate Microgrids with different LV feeders and different load types. The symbol FCL represents a fault current limiter.

The probable earthing systems for a Microgrid are TN-C-S and TT in the order of their suitability. The IT grounding system is eliminated as a probable system since the IT system is seldom used [4] [5].

In Fig 4, another Microgrid in Fig. 2 is added to simulate multiple Microgrids. The multiple Microgrids consist of two Microgrids: Microgrid A and Microgrid B. Microgrid A is connected to Microgrid B at 0.4 kV buses. Each 20/0.4 kV distribution transformer secondary is earthed and the earth resistance is equal to 3 Ω. The grounding system was investigated for the multiple Microgrids.
7.3 Methodology
A grounding system has to be designed which ensures no electrical hazards existing outside or within the substation during normal and fault conditions. A safety grounding design will provide a path for electric currents into the earth under normal and fault conditions, and ensure the safety of a person in the locality.

7.3.1 Safety criterion

Touch and step voltages determine the safety of personnel and is used to evaluate the safety and adequacy of the design. Microgrid ground system safety analysis is based on the step and touch voltage criterion. The maximum touch and step voltages of any accidental circuit should not exceed the limits. The maximum allowable voltage limits should be calculated. The touch and step voltages in and around the substation will be examined. The safety of the substation ground is determined by ensuring the touch and step voltages do not exceed the safety limits defined in the following sections.

7.3.2 Touch voltage and step voltage

7.3.2.1 Tolerable body current limit

An accidental ground circuit is established when a person is exposed to a potential gradient close to a grounded facility. The tolerable body current $I_B$ is used to define the tolerable touch voltage and step voltage of the accidental circuit.

To ensure safety, shock currents should be kept below the fibrillation threshold of the heart. The tolerable current is related to the energy absorbed by the body according to the following formula for durations from 0.03 to 3.0 seconds,

$$S_B = (I_B)^2 \times t_s$$  \hspace{1cm} (1)

Where

- $S_B$ is empirical constant related to the electric shock energy tolerated by a certain percentage of a given population.
- $I_B$ is current (rms) through the body (A)
- $t_s$ is duration of the current exposure (s).

From Equation (1),

$$I_B = \frac{k}{\sqrt{t_s}}$$  \hspace{1cm} (2)

Where

$$k = \sqrt{S_B}$$
It is assumed that 99.5% of the population can safely endure a current with magnitude and duration determined by Equation (2) without causing ventricular fibrillation.

Fibrillation current is assumed to be a function of individual body weight. Shock energy that can be survived by 99.5% of persons weighting approximately 50 kg is \( (S_B)_{50kg} = 0.0135 \). Hence \( k_{50} = 0.116 \)

Therefore the tolerable body current limit for persons with 50 kg body weight is

\[
(I_B)_{50kg} = \frac{0.116}{\sqrt{t_s}}
\]

(3)

For persons weighting approximately 70 kg, \( (S_B)_{70kg} = 0.0246 \). Hence \( k_{70} = 0.157 \)

Thus the tolerable body current limit for persons with 70 kg body weight is

\[
(I_B)_{70kg} = \frac{0.157}{\sqrt{t_s}}
\]

(4)

### 7.3.2.2 Touch voltage

Touch voltage is defined as: the potential difference between the Ground Potential Rise (GPR) and the surface potential at the point where a person is standing while at the same time having a hand in contact with a grounded structure [6].

An accidental circuit is shown in Fig. 5, where a person is exposed to a touch voltage. In Fig. 5, a fault current \( I_f \) is discharged to the earth through the substation grounding system and the human body. The current \( I_b \) flows through the person’s body to the ground. H is the point of a grounded metallic structure at which the person is touching. The person’s two feet are in contact with the surface of the earth in the small area F.

![Fig. 5 Touch voltage exposure](image)

The above network is presented as Fig 6 according to the Thevenin theorem.
Fig. 6 Thevenin circuit of touch voltage exposure

Where
- The Thevenin voltage $V_{TH}$ is the voltage between the terminal H and F when the person is not present.
- The Thevenin impedance $Z_{TH}$ is the impedance of the system as seen from points H and F with voltage sources of the system short-circuited.
- $R_B$ is the resistance of the human body.

It is enough to consider only the ground resistance of feet to calculate the impedance $Z_{TH}$ since it is dominant.

**Ground resistance of feet**

When ground resistance of human foot is calculated, Human foot is represented as a conducting metallic disc. The contact resistance of shoes, socks is neglected. The ground resistance of a metallic disc of radius $b$ (m) on the surface of a homogeneous earth of resistivity $\rho$ is determined by the following function,

$$R_f = \frac{\rho}{4b}$$

(5)

A circular plate with a radius of 0.08 m is used to represent the foot usually. Therefore, the ground resistance of one foot is

$$R_f = \frac{\rho}{0.32}$$

(6)

Then, the Thevenin impedance for touch voltage accidental circuit with uniform soil resistivity can be given by
\[ Z_{TH} = \frac{R_I}{2} \approx 1.5 \times \rho \] (7)

Although the internal resistance of the human body is approximately equal to 300 \( \Omega \), the body resistance including the skin could range from 500 to 3000 \( \Omega \). The resistance of human body \( R_B \) is taken as 1000 \( \Omega \) for this study. The resistance could be from hand to feet or from one foot to the other foot.

Therefore, from Fig. 6 the current through the body of the person \( I_b \) is determined by the following function,

\[ I_b = \frac{V_{TH}}{Z_{TH} + R_B} \] (8)

from Equations (7) and (8), the tolerable touch voltage in V is

\[ E_{touch} = I_b \times (R_B + 1.5 \rho) \] (9)

Here, \( I_b \) is the tolerable body current. \( R_B \) is the resistance of the human body. \( \rho \) is the soil resistivity (\( \Omega \cdot m \)).

For body weight of 50 kg and \( R_B =1000 \Omega \), from Equation (3) and (9),

\[ E_{touch,50} = (1000 + 1.5 \rho) \times \frac{0.116}{\sqrt{t_s}} \] (10)

\( t_s \) is the duration of current exposure.

For body weight of 70 kg and \( R_B =1000 \Omega \), from Equation (4) and (9)

\[ E_{touch,70} = (1000 + 1.5 \rho) \times \frac{0.157}{\sqrt{t_s}} \] (11)

### 7.3.2.3 Step voltage

Step voltage is defined as: the difference in surface potential experienced by a person bridging a distance of 1 m with the feet without contacting any grounded object. Fig. 7 shows an accident when a person is exposed to a step voltage [6].
According to the Thevenin theorem, the above network is presented as Fig 8. In Fig. 8, a fault current \( I_f \) is discharged to the earth through the substation grounding system. The current \( I_b \) flows through the person’s body from one foot \( F_2 \) to the other foot \( F_1 \).

Where
- the Thevenin voltage \( V_{TH} \) is the voltage between the terminal \( F_1 \) and \( F_2 \) when the person is not present.
- the Thevenin impedance \( Z_{TH} \) is the impedance of the system as seen from points \( F_1 \) and \( F_2 \) with voltage sources of the system short-circuited.
- \( R_B \) is the resistance of the human body.
The Thevenin impedance $Z_{TH}$ for step voltage accidental circuit with uniform soil resistivity is defined as

$$Z_{TH} = 2 \times R_f$$
$$\approx 6 \times \rho$$  \hspace{1cm} (12)

The tolerable step voltage in V is

$$E_{step} = I_B \times (R_B + 6 \rho)$$ \hspace{1cm} (13)

Here, $I_B$ is the tolerable body current. $R_B$ is the resistance of the human body. $\rho$ is the soil resistivity ($\Omega \cdot m$).

For body weight of 50 kg, and for $R_B=1000 \ \Omega$

$$E_{step,50} = (1000 + 6 \rho) \times \frac{0.116}{\sqrt{I_s}}$$ \hspace{1cm} (14)

For body weight of 70 kg, and for $R_B=1000 \ \Omega$

$$E_{step,70} = (1000 + 6 \rho) \times \frac{0.157}{\sqrt{I_s}}$$ \hspace{1cm} (15)

### 7.4 Fault current calculation of multiple Microgrids

Touch and step voltage distribution in a Microgrid depends on the fault current discharged in to the earthing system and the earthing system itself. The earthing design of Microgrids is based on the fault current values. Therefore, the single-phase-to-ground fault currents of multiple Microgrids were analysed both manually and using software CDEGS. Also, fault currents were calculated for both grid connected and islanded Microgrids. The method of symmetrical components was employed to manually calculate the fault current distribution in Microgrids. The fault current results from the module SPLITS in CDEGS software were compared with the results of manual calculations.

Table 1 lists the maximum single phase-to-earth fault currents from both CDEGS software and manual calculation. The maximum possible earth current is 153.5 (A) totally, and 76.7 (A) from each Microgrid transformer. Thus 80 A was selected as the earth fault current value being discharged into the ground. This value was applied to analyse the performance of the selected earthing system.

### 7.5 Grounding system analysis

#### 7.5.1 Grounding system design

Fig. 9 shows the grounding system designed by Jayawarna and Jenkins for a single Microgrid transformer. Since the selected fault current discharged into the ground in Jayawarna and Jenkins’
study is same as that in this study (80 A), this grounding system shown in Fig. 9 was chosen as the earthing system for each Microgrid transformer in this study [2].

Table 1 Results of single phase-to-ground fault currents

<table>
<thead>
<tr>
<th>Earthing system</th>
<th>Fault type and location</th>
<th>Total fault current manually calculated (A)</th>
<th>CDEGS results of fault current (A)</th>
<th>Earth current from Microgrid A</th>
<th>Earth current from Microgrid B</th>
<th>Total earth current</th>
<th>Neutral current</th>
</tr>
</thead>
<tbody>
<tr>
<td>TT grid connected</td>
<td>F2E</td>
<td>143.2</td>
<td>145.8</td>
<td>72.9</td>
<td>72.9</td>
<td>145.8</td>
<td>0</td>
</tr>
<tr>
<td>TT islanded</td>
<td>F2E</td>
<td>145.7</td>
<td>146.4</td>
<td>73.2</td>
<td>73.2</td>
<td>146.4</td>
<td>0</td>
</tr>
<tr>
<td>TT grid connected</td>
<td>F2'E</td>
<td>147</td>
<td>153.5</td>
<td>76.7</td>
<td>76.7</td>
<td>153.5</td>
<td>0</td>
</tr>
<tr>
<td>TT islanded</td>
<td>F2'E</td>
<td>151.5</td>
<td>150.8</td>
<td>75.4</td>
<td>75.4</td>
<td>150.8</td>
<td>0</td>
</tr>
</tbody>
</table>

2 — means the fault happens at the remote end of the feeder.
2’ — means the fault happens at the beginning of the feeder.
F2E – means the phase-to-earth fault current at the remote end of the feeder.
F2’E – means the phase-to-earth fault current at the beginning of the feeder.

This grounding system composes of a 5m * 5m grid of four horizontal conductors along with four vertical ground rods at each corner of the grid. Each vertical rod is 5m long. The grid is buried at 0.5 m depth. Two horizontal conductors are applied to increase the ground system area. Each of the two horizontal conductors is 25m long [7] [8].
7.5.2 5.2 Performance evaluation of grounding system of Microgrids

7.5.2.1 Touch and step voltage limits

The touch voltage and step voltage limits were defined. From Equation (10), the touch voltage limit is calculated for a body weight of 50 kg and a fault clearing time of 0.7 seconds,

\[ E_{\text{touch50}} = (1000 + 1.5 \times 100) \times \frac{0.116}{\sqrt{0.7}} = 159.4 \, V \]  

(16)

From Equation (14), the step voltage limit is calculated for a body weight of 50 kg and a fault clearing time of 0.7 seconds,

\[ E_{\text{touch50}} = (1000 + 6 \times 100) \times \frac{0.116}{\sqrt{0.7}} = 221.8 \, V \]  

(17)

Here, a uniform soil model is chosen and the soil resistivity is taken as equal to 100 (Ω.m). The safe voltage limits are increased for a body weight of 70 kg, higher surface resistivity and faster fault clearing times. Here, the body weight is 50 kg and fault clearing time is 0.7 second. The soil resistivity is 100 (Ω.m). Therefore, the worst scenario was selected to determine the maximum touch and step voltages. The safety threshold of touch voltage was 160 (v) and the safety threshold of step voltage was 222 (v) for each Microgrid in this study [2].

7.5.2.2 Step and touch voltages of the design

The touch voltage and step voltage in Microgrids were evaluated using the module MALZ in the software CDEGS within and around the substation based on the fault current results. From Table 1, 80 A was selected as the earth fault current value being discharged into the ground.

In order to investigate touch and step voltages above the grounding system and immediate around the system, a profile containing observation points spaced 1 m apart at the surface of the earth above the grounding system was defined and this profile was replicated every 1m along the grid, as shown in Fig. 10. The observation points were defined to cover an area extending 2m outside the substation [2]. Therefore, eight profiles were created. Profiles 1 and 8 are outside the substation. Profiles 2-7 are within the substation ground area. Due to the symmetry of the ground system, profile 1 coincides with profile 8, 2 with 7, 3 with 6, 4 with 5.

Fig. 11 presents the actual touch voltages around the grounding system. Fig. 12 shows the actual step voltages around the grounding system. The actual touch and step potentials were compared with the safety limits. It was discovered that the maximum touch voltage within the substation occurs towards its centre and was approximately 44 V. The touch voltages were higher outside the substation, but
they were still below the touch voltage limit (160 for touch voltage). The maximum step voltage was about 33 V, thus step voltages were within safety limit (222 for step voltage) in and around this substation [2].

Fig. 10 Observation profiles (after [2])

Fig. 11 Touch voltages around the ground system from MALZ
7.6 Conclusion

A ground system was chosen for each Microgrid in multiple Microgrids. The touch and step voltage limits were defined. The actual touch and step voltages were discovered using the module MALZ in CDEGS software. The actual touch and step potentials were compared with the touch and step voltage limits.

It is discovered that the maximum touch and step voltages are well below the touch and step voltage limits. Therefore, the selected ground system satisfies the safety criterion. The results indicate that the proposed grounding system for a single Microgrid satisfies the safety requirement for each Microgrid in this study of multiple Microgrids earthing system.

7.7 References


8 On Load Tap Changer and Microgrids Voltage Control Strategies (University of Manchester)

8.1 Introduction

One of the widely used methods to control voltage on a power system is to use a tap changing transformer. Power transformers usually have multiple taps on either the primary or the secondary windings. Switching between various taps changes the turns ratio by a certain amount and hence changes both the voltage level at one of the transformer terminals and the reactive power flow through the transformer.

Transformers installed in both transmission system and medium voltage (MV) distribution networks are generally equipped with On Load Tap Changers (OLTCs). OLTC allows changing the transformer tap position without disconnecting the transformer from the circuit. MV/LV distribution transformers do not generally have OLTC controllers and thus, changing tap location involves disconnecting the transformer from the network.

OLTC control affects the voltage level of the whole system with the same magnitude. It is used to hold the voltage level at a certain point in the distribution system within a specified dead band.
Voltage magnitude at other nodes will vary around the voltage of this point. Proper selection of the voltage controlled point has a potential effect over the voltage profile of the whole system. Traditionally, the voltage controlled point was selected to be the transformer low tension (LT).

In this report, a review of OLTC configurations is presented. New requirements for the tap changer are identified in the context of micro grids. Then voltage control in radial networks with and without distributed generation is presented. A multi level voltage control scheme was investigated. It is based on local measurements and a single communication link between the transformer OLTC controller and a selected MicroSource. The control method is then expanded to operate with many MicroGrids and Passive Distribution Feeders connected to the same distribution transformer.

8.2 On Load Tap Changers

Transformers installed in medium voltage networks and above use on load tap changers to adjust the transformer terminal voltage without interrupting the load current. By changing the turns ratio of the transformer through a tap changer, the voltage magnitude is easily increased or decreased to maintain the voltage within a defined level. A number of tap changers have been proposed and they are presented next.

8.2.1 Mechanical tap changers

A typical mechanical on load tap changer configuration is shown in Figure 1. The tap changer comprises of a selector and a diverter unit that are placed in separate oil-filled compartments. When a tap change is needed, a tap adjacent to the one currently in use is pre-selected by closing the appropriate selector switch. The diverter then transfers the load current to the new selected tap through the operation of the moving arm E.

For example, in Figure 1, tap 4 is connected and the next tap required is tap 5. In order to perform this tap change, the diverter contact arm E is moved rapidly from left to right from A to B to C to D. When contacts B and C are connected, an inter-tap current path appears through resistors. It takes the contact arm E about 75 ms to move across the contacts. As a result, the inter-tap current is short lived and the resistors need only be transiently rated.

A typical 240 MVA transformer tap changer takes about 100s to traverse a full range of 19 taps [1]. Mechanical on load tap changers are widely used in power systems and requires periodic maintenance.
8.2.2 Solid state tap changers

Solid-state tap changers are used to improve the response speed and to reduce the maintenance needs of tap changers. A solid state tap changer comprise of solid state switches as shown in Figure 2.

The electronic switches are employed and they are electronically controlled gate devices. These electronically controlled gate devices (e.g. thyristers) are connected as an inverse parallel-connected pair to each tap winding. A tap change is achieved by turning on the appropriate thyristor pair while turning off another thyristor-pair. A control device triggers predetermined groups of the thyristor pair to connect or bypass certain ones of tap winding sections and thereby provide a wide range of individual output voltage regulation.
The semiconductor switch selection is related to the required power level. Thyristors and GTOs (Gate Turn-off thyristor) are feasible. IGCTs (Integrated Gate Commutated Thrystor) are also good candidates.

The taps must be changed under full operation of the transformer so that a continuous control of the transformer voltage is achieved. By controlling the transformer turn ratio, the voltage at the secondary side of the power transformer stays constant despite the changes of the voltage at the power grid or changes of the load [3].

A solid-state tap changer needs little maintenance due to no moving parts, and provides fast responds with the emergence of high-power semiconductors. The lifetime of a solid state tap changer is at least equal to that of a mechanical tap changer. However, solid-state tap changers have high conduction loss and increased operating cost.

For the thyristor bank in solid-state tap changer a problem is the over-voltage because of steep fronted lightening surges being propagated into the transformer. The initial voltage distribution across a transformer winding is dependent upon the inherent capacitance distribution. Usually the turns at the low potential or earth end of the winding are subject to the least hard duty and hence the tapped winding should be connected there [4]. The design must ensure that the thyristor over-voltages are limited to a safe value. When the location of the transformer and its associated feeders reduce the magnitude and especially the wave front steepness of any incoming surges to a safe value, a solid-state tap changer can be applied [4].

### 8.2.3 Vacuum switch and solid state based tap changers

The selector has the same circuit configuration as the mechanical tap changer illustrated in Figure 1. However, in this configuration, the selector composes of vacuum switches and bistable electromechanical actuators. The usual oil-immersed contact and complicated mechanical drive of the mechanical tap changers is replaced. The vacuum switches have a high power handling capacity and have long life. The bistable actuator drives the vacuum switch through a non-conducting shaft. The actuator is operated by applying a pulse of current to one of two operating coils, one for closing and one for opening. Switch transition takes around 20 ms, and then a permanent magnet retains the moving member in the new position and simultaneously provides the required hold-on and hold-off force.

The diverter of this type of tap changer is shown in Figure 3. The diverter comprises of two solid state switches, which are connected between each of the selector output leads and the star point.
During a tap change, two solid state switches perform the transfer of phase current from one tap to the next. An auxiliary circuit (not shown here) is used to assist smooth transition of the load current from one side to the other. The load current is transferred from the conducting solid-state switch to the parallel connected vacuum switch following a tap change. The solid-state switch is consequently relieved of conduction loss and protected from over current due to faults. Directly after the tap change, the selector disconnects the other solid-state switch from the transformer, so that high-voltage surges cannot damage it [1]. It is important to note that the vacuum switches do not make or break the load current in this configuration.

A new OLTC has recently been developed at Areva T&D to allow higher penetration level of distributed generation [5]. It utilises two vacuum switches rather than the mechanical diverter switch. Disconnecting one vacuum switch and connecting the other at the same time accomplish the tap changing operation. A resonant commutation circuit is employed to extinguish the arc in the vacuum switch that is disconnected. This OLTC configuration is shown in Figure 4.

This new on load tap changer has been specifically developed to address regulation of voltage on networks that is expected to have a significant number of distributed CHP units. The proposed design
is flexible and can be adapted to fit a wide range of existing transformer designs. According to AREVA, the new tap changer is cheap and more reliable than the existing ones and has a projected life in excess of 30 years.

### 8.3 Voltage Control in Distribution Networks

Table 1 lists some of the standards and regulations that define voltage control limits in electrical networks [6] [7]. Except the EN 50160, all the other standards and regulations define a deterministic limit for voltage regulation. However, EN 50160 defines a statistical limit for voltage regulation. It states that during each period of one week, 95% of the 10 min mean rms values of the supply voltage shall be within the range of ±10% of the nominal voltage for low voltages below 1kV and medium voltage between 1kV and 35 kV [6].

<table>
<thead>
<tr>
<th>Standard or regulation</th>
<th>EN 50160</th>
<th>IEC 61000-2-2</th>
<th>The Electricity Safety, Quality and Continuity Regulation 2002</th>
<th>The Electricity Supply Regulations 1988</th>
</tr>
</thead>
<tbody>
<tr>
<td>Voltage range</td>
<td>Low and Medium voltage ±10%</td>
<td>Low voltage ±10%</td>
<td>Low voltage +10%, -6%; High voltage below 132 kV ±6%; High voltage above 132 kV ±10%.</td>
<td>Above 50 V below 1kV +10%, -6%; Above 1 kV below 132 kV ±6%.</td>
</tr>
</tbody>
</table>

Most distribution systems are radial. Radial systems are simple to operate, easy to protect, and require minimal number of switchgears. In distribution system design voltage and continuity of supply are considered. Figure 5 illustrates a radial feeder with a source transformer supplying power to consumer.

![Figure 5: A simple system illustrating voltage drop along the feeder](image)

In Figure 5, the complex voltage at busbar 1 is

\[
V_1 = V_2 + I_{12}(R + jX)
\]
Where, $\overline{V}_1$ and $\overline{V}_2$ are complex voltages at busbars 1 and 2. $R$ is the line resistance, and $X$ is the line reactance. $I_{12}$ is the complex current which flows from busbar 1 to busbar 2. A local load at busbar 2 is $P_L+jQ_L$.

Where, the current which flows from busbar 1 to busbar 2 is

$$I_{12} = \frac{P_L - jQ_L}{\overline{V}_2}$$  \hspace{1cm} (2)

From equation (1) and (2), the complex voltage at busbar 1 is

$$\overline{V}_1 = \overline{V}_2 + \frac{P_L R + Q_L X}{\overline{V}_2^*} + j \frac{P_L X - Q_L R}{\overline{V}_2^*}$$  \hspace{1cm} (3)

Equation (3) expresses the complex voltage at busbar 1 in terms of load, network impedance and the complex voltage at busbar 2. The $X/R$ ratio is relatively low for distribution networks and the voltage angle drop represented by the imaginary part of the Equation (3) is small and may be ignored. Therefore, Equation (3) is approximated as the following equation,

$$V_1 \approx V_2 + \frac{P_L R + Q_L X}{V_2}$$  \hspace{1cm} (4)

Therefore,

$$V_2 \approx V_1 - \frac{P_L R + Q_L X}{V_2}$$  \hspace{1cm} (5)

It can be seen that the voltage at the end of feeder is determined by both the source voltage and the voltage drop along the feeder. The voltage drop along the feeder is determined by the line resistance and reactance, the reactive power flow and active power flow.

The voltage variations are caused by the variations of the active and reactive loads in the distribution network. That is to say, when the load current flowing through the resistance and reactance of the lines varies in a distribution system, voltage fluctuations occur.

In order to keep voltages at the ends of feeders within permitted limits, source voltages are often maintained above nominal voltage using on-load tap-changing transformers, capacitor banks and reactive power compensators. When the demand increases in the network, the tap changing transformer at the substation would increase the source voltage to keep the voltage at the end of the lines within the required limits. Voltage control can also be achieved by regulating reactive power throughout the system. The reactive power can be controlled by using shunt capacitors, shunt reactors, series capacitors, synchronous condensers, and static var compensators (SVC).

Tap changers are controlled by automatic voltage control (AVC) relays as shown in Figure 6, in order to maintain the substation voltage $V_i$ at a desired voltage reference $V_{ref}$. The substation voltage $V_i$ and voltage reference $V_{ref}$ are input to the AVC relay. By comparing $V_i$ and $V_{ref}$ the AVC relay ensures that $V_i$ is within a defined voltage band $V_d$ of the AVC relay. If $V_i > V_{ref} + V_d/2$, the AVC relay
instructs the tap changer to decrease $V_1$. If $V_1 < V_{ref} - V_d/2$, the AVC relay instructs the tap changer to increase $V_1$. The AVC relay has been designed for passive distribution networks with unidirectional power flows [7] [8].

![Figure 6: Voltage control using OLTC transformer with AVC relay](image)

### 8.4 Effect of Distributed Generation on Voltage Control of On-load Tap Changer

When a distributed generator is connected in a radial network, the power flowing through the feeder may be changed. The connection of distributed generator could influence the voltage control of the network and sudden isolation of the distributed generator could cause under-voltage condition.

*Figure 7* shows a simple distribution system with distributed generator connected at busbar 2.

![Figure 7: A simple system illustrating voltage rise effect by DG](image)

In *Figure 7*, the complex voltage at busbar 1 is represented as the follows;

$$
\bar{V}_1 = \bar{V}_2 + \left(\frac{(P_L - P_G)R + (Q_L \mp Q_G)X}{\bar{V}_2^*}\right) + j \left(\frac{(P_L - P_G)X - (Q_L \mp Q_G)R}{\bar{V}_2^*}\right)
$$

(6)
Similar to Equation (3), Equation (6) is approximated as

\[
V_1 \approx V_2 + \frac{(P_L - P_G)R + (Q_L \mp Q_G)X}{V_2}
\]  

(7)

Here, the distributed generator supplies active and reactive power \( P_G \mp jQ_G \). The negative value of reactive power generation indicates that the distributed generator is importing reactive power from the system.

The generator’s active power export decreases the power flow from the primary substation to the consumer, thus decreasing the voltage drop along the feeder. If the feeder load is less than the generator power export, power will flow from the generator to the primary substation causing a voltage rise from primary substation to the generator. To export its power in a resistive network, a generator is likely to have to operate at a higher voltage than the source voltage unless it is able to absorb a significant amount of reactive power. The voltage rise is more serious at the condition of no demand on the system as all the generation is exported back to the primary substation. As a result, it is the voltage rise during period of no or minimum demand that limits the amount of generation connected.

As mentioned earlier, connecting a generator to the distribution system will affect the flow of power and the voltage profiles. The OLTC controlled by AVC relay may fail to supply acceptable voltage for the feeder with DG due to the possibility of having bidirectional power flow rather than the conventional unidirectional power flow encountered in passive distribution networks. Consequently whenever a generator is connected to the distribution system, it is necessary to consider whether the power may be exported back through the primary substation and to ensure that the transformer’s tap changers are capable of operating with a reverse power flow if required.

It is necessary to control OLTC tap position according to DG outputs in order to allow higher levels of distributed resources. Otherwise, power injection levels can be severely limited if substation voltage is kept constant by the OLTC transformer.

### 8.5 Voltage Control Schemes

Distributed generation can influence conventional voltage control. The connection of distributed generator to one end of a line changes the power flow of the line to be bidirectional. The conventional operation approach of tap changing transformer at the substation is not suitable for such situation since it assumes a voltage drop on all lines downstream from the transformer. Modern communication systems help us to find voltage level at the end of all lines. Such control problems could be solved using the following methods.
8.5.1 Automatic voltage reference setting

The control based on automatic voltage reference setting (AVRS) approach was developed to suit distribution networks with distributed generation. An AVRS algorithm acts as an outer control loop to the basic AVC relay. The AVRS algorithm uses the maximum voltage $v_{\text{max}}$ and the minimum voltage $v_{\text{min}}$ from potential points on the network to alter $v_{\text{ref}}$ of the AVC relay. The AVRS algorithm compares the $v_{\text{max}}$ and $v_{\text{min}}$ with the network upper and lower voltage limits $v_{\text{upper}}$ and $v_{\text{lower}}$ respectively. If $v_{\text{max}} > v_{\text{upper}}$ or $v_{\text{min}} < v_{\text{lower}}$, the control algorithm calculates the required voltage reference correction $\pm \Delta v$ to be added to the current $v_{\text{ref}}$ of the AVC relay. The shift in $v_{\text{ref}}$ moves the dead band of the AVC relay forcing the tap changer to tap up or down to bring the violated $v_{\text{max}}$ and $v_{\text{min}}$ within allowable feeder voltage limits [7-9].

8.5.2 Supervisory control

As distribution networks have lower standards of protection and control compared to transmission systems, they do not have any dedicated communication links between the various points on the network. Therefore, any equipment that is installed to improve voltage control must make its decisions based on data available from local measurements. Conventionally, the OLTC and the capacitor banks are controlled independently using local measurements. A supervisory control method avoids this control approach. Instead, the supervisory control continuously monitors voltage drop along the feeders connected to a substation and then operates the OLTC and the capacitor banks local to the substation. The controller calculates the feeder voltage drop $v_{\text{drop}}$ using the feeder current $I_{fd}$ similar to the line drop compensation in an AVC relay. Instead of directly using $R$ and $X$ of the feeder to calculate the voltage drop, an effective impedance $z_{\text{eff}}$ obtained from a series of load flows under various load conditions was used. The main aim of $z_{\text{eff}}$ was to overcome the practical difficulty of defining load centres due to spread of the load on the feeder [7] [8].

8.5.3 The probabilistic load flow method

The classical tools used to assess the impact of DGs on the network voltages are load flow programs. However, using traditional load flow analysis it is not possible to achieve a realistic impression of where and when over-voltages or under-voltages occur in the network during a whole study period, because these analyses are based on some selected combination of consumer loads and DG power production. Probabilistic load flow (PLF) can be applied to incorporate the effect of load and production variation. PLF requires modeling of loads and power productions as probability density functions and provides the complete spectrum of all probable values of the bus voltages and power
flows in the study period with their respective probabilities taking into account generation and load uncertainties and correlations and topological variations.

Modelling the effects of reactive power control means is particularly important. In this way, operation limit violations are obtained for the whole study period with the probability of each violation. Thus PLF allows decisions to be based on objective data, i.e. probabilities of occurrence.

## 8.6 Voltage Control for Microgrids

A micro grid is often defined as part of a LV distribution network consisting a number of small modular generators, controllable loads and some kind of energy storage. A single 11/0.4kV transformer that may be assumed to have a tap-changing transformer supplies the network.

### 8.6.1 Voltage control scheme

A multi level control scheme incorporating reactive power, and OLTC control can be used in MicroGrids. In this scheme, shown in Figure 8, reactive power control is the primary control that responds instantaneously to reduce voltage deviations. The slower secondary control is provided by the OLTC which responds to reduce reactive power output of a selected MicroSource (Control MicroSource).

The reactive power output of the MicroSources is controlled according to voltage droop characteristics as in [10-13]. Droop line slopes are selected based on the voltage limits and the rated reactive power of the MicroSources. A typical reactive power droop characteristic is shown in Figure

![Voltage control scheme](image_url)
9 and described by equation (8). In this equation, $Q$ is the reactive power output of the generator, $V$ is its terminal voltage, $V_0$ is its nominal voltage, and $k$ is the inverse of the droop line slope and is given by (9) in which $\Delta V_{\text{max}}$ is the maximum permissible voltage deviation.

![Diagram of droop characteristics]  

**Figure 9: Typical droop characteristics**

$$Q = -k(V - V_0) \quad (8)$$

$$k = \frac{Q_{\text{max}}}{\Delta V_{\text{max}}} \quad (9)$$

Voltage levels in the resistive MicroGrid are mainly affected by active power. An increase in active power injection from any generator increases the voltage of all busbars. Reactive power injected by all MicroSources will then be reduced by the droop control. An example of those changes is illustrated by points 1, 2, and 3 in *Figure 10*. The reactive power output of the Control MicroSource indicates the changes in reactive power generation of other MicroSources. The Control MicroSource is selected such that it is centrally located in the MicroGrid so the voltage differences between its busbar and the busbars of other MicroSources and loads are low.

The OLTC controller receives the value of reactive power generated by the Control MicroSource and changes the taps in order to maintain the reactive power within a specified deadband as illustrated by points 3 and 4 in *Figure 10a*. This tap action will also reduce the reactive power in other MicroSources as shown in *Figure 10b*. 
The deadband has to be larger than the maximum possible change in reactive power generation associated with any single tap step. If this limit is violated, the OLTC will hunt. Subsequent to a tap change, the total change in reactive power generation of all MicroSources can be approximated by equation (10) in which $\Delta Q_{\text{total}}$ is the sum of all changes in reactive power generation of all MicroSources, $k_{\text{total}}$ is the sum of all individual values of $k$, $V_s$ is the open circuit transformer voltage at the initial tap position, $\Delta V_s$ is the change in the transformer open circuit voltage due to the tap step, and $X$ is the total MicroGrid reactance. Full derivation of this equation is in Appendix A.

$$
\Delta Q_{\text{total}} = -\frac{k_{\text{total}}}{2} \left[ 1 + \frac{V_s - k_{\text{total}} X}{\sqrt{(V_s - k_{\text{total}} X)^2 + 4k_{\text{total}} V_s X}} \right] \Delta V_s \quad (10)
$$

This change in reactive power is shared by all MicroSources. The change in the Control MicroSource reactive power will then be given by equation (11) where the subscript 1 denotes the Control MicroSource. This value, after being increased by 20% to account for the approximations and uncertainties, is used as the reactive power deadband.

$$
\Delta Q_1 = \Delta Q_{\text{total}} \frac{k_1}{k_{\text{total}}} \quad (11)
$$

The system is sensitive to voltage, and consequently power, variations at the busbar of the Control MicroSource. The OLTC response to an increase in the Control MicroSource active output power may then result in low voltages at other busbars. This effect is reduced by shifting the deadband. This shift in the deadband is introduced by compensating the reactive power value sent to the OLTC controller by subtracting a term that is proportional to active power as shown in equation (12). In this equation, $Q_1$ is the reactive power of the Control MicroSource, $Q_c$ is the compensated reactive power.
value sent to the OLTC controller, $P_1$ is the active power injected at the busbar of the Control MicroSource.

$$Q_i = Q_c - p_{cf} P_1$$  \hspace{1cm} \text{(12)}$$

The power compensation factor, $p_{cf}$, is calculated from equation (13). In this equation $k_j$ is the inverse of the droop of the Control MicroSource, $N$ is the total number of MicroSources, and $R_{ij}$ is determined by the resistance of the paths from both the Control MicroSource and the $j^{th}$ MicroSource to the transformer, $path_1$ and $path_j$ in Figure 11. The resistance $R_{ij}$ is equal to the difference between the resistance of $path_i$ and that of the common part of the two paths, $\text{common\_path}_{ij}$, Figure 11 shows these resistances.

$$p_{cf} = k_i \sum_{j=2}^{N} \frac{R_{ij}}{N-1}$$  \hspace{1cm} \text{(13)}$$

\begin{figure}[h]
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\includegraphics[width=\textwidth]{figure11.png}
\caption{Resistance values used with power compensation factors}
\end{figure}

This control system assumes voltage levels are more affected by active power than reactive power. Consequently, due to the high transformer reactance, MicroSources connected to the transformer busbar have to work on constant reactive power output in order to be integrated to this control scheme.

In practice, multiple MicroGrids and Passive Distribution Feeders may be connected to the same transformer as shown in Figure 12. The OLTC controller receives the reactive power signal from the Control MicroSource of each MicroGrid. The minimum voltage of each Passive Feeder is estimated using line drop compensation. The OLTC controller then acts to keep the average value of the received reactive power signals within a deadband unless the estimated voltage of the Passive Feeder drops below its lower limit.
Since the droop line slopes of the Control MicroSources are based on their individual ratings, their reactive power outputs were normalised to a common base before being averaged. This is represented by $n_{11}$, $n_{12}$ in Figure 12 where the first subscript denotes the Control MicroSource while the second subscript denotes the MicroGrid. Different weights, $w_1$, and $w_2$ in Figure 12, were used for each MicroGrid according to the sum of the power rating of the generators.

### 8.6.2 Case studies

The control scheme was applied to the model system described in [14] which comprises two MicroGrids and a Passive Distribution Feeder as shown in Figure 13. All loads and generation are assumed to be balanced across all three phases. All generators connected to the same busbar are lumped together. The assumed active and reactive power ratings for all MicroSources and the thermal limits of the service cables in MicroGrid (1) are listed in Appendix B.

#### 8.6.2.1 Single microgrid

For single MicroGrid operation, only MicroGrid (1) is considered. The Control MicroSource is the MicroSource connected to busbar 16. The deadband is $\pm 4.5\text{kVAr}$ and the power compensation factor is $0.0752\text{kVAr/kW}$. Figure 14 shows four cases of the operating point moving along the droop characteristics for the two MicroSources connected to busbars 16 and 19. The points in this figure are marked as follows

- (o): Initial point at which the system is operating at no load, no generation, and rated transformer open circuit voltage
- (●): Operating points after a change in generation or load with no tap change.
- (■): Operating point after a tap change.
The four cases in Figure 14 are as follows:

Case (1) The system was fully loaded except at busbar 16. The MicroGrid voltages consequently dropped and the MicroSources responded by generating reactive power.
As the reactive power generation by the Control MicroSource was outside the deadband, the OLTC increased the voltage by 2.5%.

**Case (2)**

The MicroSources connected to busbars 14, 15, 17, and 18 increased their output power to 15, 4.5, 45 and 45kW respectively. All MicroSources, due to droop control, absorbed reactive power to reduce the voltage rise. The high reactive power absorbed by the Control MicroSource triggered a tap action that reduced the transformer voltage by 2.5%.

**Case (3)**

The Control MicroSource increased its power generation to 40kW. The increase in its terminal voltage and reactive power absorption was larger than those of any other MicroSource. Power generated by the Control MicroSource shifted its deadband to the left by the amount of generated power times the power compensation factor as in equation (12). This shift prevented the tap action.

**Case (4)**

This case is similar to Case (3) but the increase in power generation was 100kW. The voltage rise and the subsequent reactive power absorption of all MicroSources were significant and the OLTC reduced the voltage by 2.5%.

The voltage control strategy affects the power that can be generated by each MicroSource. Figure 15 shows the allowable power generation with all loads set to zero, with the generators under constant reactive power output, controlled by voltage droops, and controlled by the Multi Level Control. The thermal limits of power transfer over the cables connecting the MicroSources to the main feeder are shown by the line. Two sets of results are shown with thermal limits being not enforced in Set (1) and enforced in Set (2). The allowable power generation in the MicroGrid is increased significantly by the Multi Level Control scheme.

![Figure 15: Maximum power generation at no load conditions](image)

8.6.2.2 Multiple microgrids and passive distribution feeders
The full network shown in Figure 13 was considered to investigate the performance of the voltage control scheme in a system with Multiple MicroGrid and Passive Distribution Feeders. The control parameters of MicroGrid (1) are the same as in the Single MicroGrid operation. For MicroGrid (2), the Control MicroSource is the MicroSource connected to node 24, the reactive power dead band is \( \pm 9.8 \text{kVA}_r \), and the power compensation factor is \( 0.0417 \text{kVA}_r/\text{kW} \). The normalisation \( (n) \) and weighing \( (w) \) factors were 80/30 and 93/213 for the reactive power signal from MicroGrid (1) and 80/50 and 120/213 for that from MicroGrid (2). The deadband for the average reactive power signal is then \( \pm 14.1 \text{kVA}_r \). Figure 16 shows the operating point of the two Control MicroSources in five different cases.

Case (1) Both MicroGrids were fully loaded except at busbar 16. Their voltages were reduced and all MicroSources started generating reactive power. As the reactive power generation by the Control MicroSources in both MicroGrids, \( Q_{16} \) and \( Q_{24} \), was out of their deadbands, the OLTC increased the voltage by 2.5%.

Case (2) MicroGrid (1) was fully loaded except at busbar 16. \( Q_{16} \) exceeded its deadband while \( Q_{24} \) did not. The OLTC increased the voltage by 2.5% to bring both values within their deadbands.

Case (3) MicroGrid (1) was fully loaded except at the busbar 16 and \( Q_{16} \) exceeded its deadband. MicroSources connected to busbars 28, 30, and 31 in MicroGrid (2) were generating 20, 20, and 30kW respectively. Voltages in MicroGrid (2) increased but the reactive power
absorption $Q_{24}$ did not exceed its deadband. The taps were not changed as restoring $Q_{16}$ to its deadband would have brought $Q_{24}$ outside its deadband.

Case (4) This case is similar to Case (3) but the output powers of the MicroSources were 40, 40, and 60kW. Both $Q_{16}$ and $Q_{24}$ exceeded their deadbands but in opposite directions. Hence, taps were not changed.

Case (5) MicroSources at busbars 14, 15, 16, 17, 19, 24, 28, 30, and 31 were initially, at point (9), generating 50, 15, 100, 150, 150, 250, 100, 100, and 150kW. The initial transformer open circuit voltage was 95%. A 140kVA load was then connected to the Passive Distribution Feeder which brought its voltage below acceptable limits. The OLTC then increased the voltage to 97.5% regardless of the voltage levels in the two MicroGrids.

8.7 Conclusions

Conventional on-load tap changers have mechanical switches, and they are widely used although they impose high maintenance costs. Solid state tap changers have fast response times and require little maintenance but they have high conduction loss hence have reduced reliability and increased operating cost. Vacuum switch based tap changers reduce the conduction losses significantly. A new on load tap changer has been specifically developed by AREVA to address regulation of voltage on networks that is expected to have a significant number of micro generators.

The conventional operation approach of tap changing transformer at substation cannot be directly applicable to regulate micro grid voltage since it assumes a voltage drop on all lines from the transformer. The AVRS algorithm modifies the reference voltage of the AVC relay according to the maximum and minimum voltages from the potential points on the network. The supervisory control and probabilistic load flow methods are also directly not applicable to control micro grid voltage.

A novel control scheme has been proposed to use in conjunction with the newly developed tap changer for networks with micro generators. A voltage control scheme for MicroGrids was investigated. It is based on the recent availability of a vacuum OLTC that can be installed in MV/LV transformers and the flexible operation capabilities of MicroSources with power electronic interfaces. It uses primary and secondary level control loops. Only one communication link is required between a selected generator and the OLTC. Other controllers respond only to local measurements. This control scheme has been tested in a model MicroGrid in which it increased the power generation limit of all MicroSources. Expansion of this control methodology to more complex systems was also investigated and its operation tested in a model network compromising two MicroGrids and a Passive Feeder.
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8.9 Appendices

8.9.1 Appendix A

The MicroGrid was approximated into a simple network, shown in Figure 17, with one equivalent MicroSource and one load connected via a distribution feeder to the LV terminal of an ideal transformer with OLTC. $P_{\text{total}}$ and $Q_{\text{total}}$ are the output active and reactive power of this MicroSource, $P_L$ and $Q_L$ are the load active and reactive power, $R$ is the system resistance, $X$ is the system reactance, $V_s$ is the transformer voltage, and $V_L$ is the load voltage.

![Figure 17: A distribution feeder with one Microsource](image)

Approximate value of the load voltage is given by (14)

$$V_L = V_s + \frac{(P_{\text{total}} - P_L)R + (Q_{\text{total}} - Q_L)X}{V_L}$$  \(14\)

Since the reactive power output of the equivalent MicroSource controlled by droop, its value, as calculated from (8), is given by (15)

$$Q_{\text{total}} = -k_{\text{total}}(V_L - V_0)$$  \(15\)

Solving equations (14) and (15), the load voltage is given by (16)

$$V_L = \frac{V_s - k_{\text{total}}X}{2} + \sqrt{\left(\frac{V_s - k_{\text{total}}X}{2}\right)^2 + \left(P_g - P_L\right)R - Q_LX + k_{\text{total}}V_0X}$$  \(16\)
Equation (16) is then differentiated with respect to the supply voltage.

\[
\frac{dV_L}{dV_s} = \frac{1}{2} + \frac{\frac{V_s - k_{\text{total}} X}{2}}{2 \sqrt{\left(\frac{V_s - k_{\text{total}} X}{2}\right)^2 + (P_g - P_L) R - Q_L X + k_{\text{total}} V_0 X}}
\]

(17)

At no load and no active power generation, equation (17) is simplified to (18)

\[
\frac{dV_L}{dV_s} = \frac{1}{2} + \frac{\frac{V_s - k_{\text{total}} X}{2}}{2 \sqrt{\left(\frac{V_s - k_{\text{total}} X}{2}\right)^2 + k_{\text{total}} V_0 X}}
\]

(18)

Since \( \frac{dQ_{\text{total}}}{dV_L} = -k_{\text{total}} \), \( \frac{dQ_{\text{total}}}{dV_s} \) will be given by

\[
\frac{dQ_{\text{total}}}{dV_s} = -k_{\text{total}} \left( \frac{1}{2} + \frac{\frac{V_s - k_{\text{total}} X}{2}}{2 \sqrt{\left(\frac{V_s - k_{\text{total}} X}{2}\right)^2 + \left(\frac{V_s - k_{\text{total}} X}{2}\right)^2 + k_{\text{total}} V_0 X}} \right)
\]

(19)

Consequently,

\[
\Delta Q_{\text{total}} = -k_{\text{total}} \left( \frac{1}{2} + \frac{V_s - k_{\text{total}} X}{\sqrt{(V_s - k_{\text{total}} X)^2 + 4k_{\text{total}} V_0 X}} \right) \Delta V_s
\]

(20)

\( X \) in both equations (20) and (10) is the reactance from the MV terminals of the transformer to the point at which the Control MicroSource is connected to the main circuit. This location is busbar 6 for MicroGrid (1) and busbar 24 for MicroGrid (2).

8.9.2 Appendix B

The active and reactive power ratings of MicroSources in the two MicroGrids are given in Table 2 and 3. The thermal limit of power transfer over the service cables connecting MicroSources to MicroGrid (1), as calculated from their current ratings given in [15], are also given in Table 2.

Table 2: Ratings of the MicroSources in MicroGrid (1)
<table>
<thead>
<tr>
<th>Busbar</th>
<th>P (kW)</th>
<th>Q (kVAr)</th>
<th>Thermal limit of service cable (kW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>14</td>
<td>150</td>
<td>±10</td>
<td>80</td>
</tr>
<tr>
<td>15</td>
<td>100</td>
<td>±3</td>
<td>46</td>
</tr>
<tr>
<td>16</td>
<td>250</td>
<td>±20</td>
<td>104</td>
</tr>
<tr>
<td>17</td>
<td>200</td>
<td>±30</td>
<td>104</td>
</tr>
<tr>
<td>19</td>
<td>250</td>
<td>±30</td>
<td>80</td>
</tr>
</tbody>
</table>

Table 3: Ratings of the MicroSources in MicroGrid (2)

<table>
<thead>
<tr>
<th>Busbar</th>
<th>P (kW)</th>
<th>Q kVAr</th>
</tr>
</thead>
<tbody>
<tr>
<td>24</td>
<td>300</td>
<td>±50</td>
</tr>
<tr>
<td>28</td>
<td>150</td>
<td>±20</td>
</tr>
<tr>
<td>30</td>
<td>150</td>
<td>±20</td>
</tr>
<tr>
<td>31</td>
<td>200</td>
<td>±30</td>
</tr>
</tbody>
</table>